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Introduction 

In the last ten years, multivariate public key cryptosystems, or MP-
KCs for short, have increasingly been seen by some as a possible al­
ternative to the public key cryptosystem RSA, which is widely in use 
today. The security of RSA depends on the difficulty of factoring large 
integers on a conventional computer. Shor's polynomial-time integer 
factorization algorithm for a quantum computer means that eventually 
such alternatives will be necessary, provided that we can build a quan­
tum computer with enough quantum bits. 

A result from complexity theory states that solving a set of randomly 
chosen nonlinear polynomial equations over a finite field is NP-hard. So 
far quantum computers have not yet been shown to be able to solve a 
set of multivariate polynomial equations efficiently, and the consensus is 
that quantum computers are unlikely to provide an advantage for this 
type of problem. Moreover, MPKC schemes are in general much more 
computationally efficient than number theoretic-based schemes. This 
has led to many new cryptographic schemes and constructions such as 
the Matsumoto-Imai cryptosystem (C* or MI), the Hidden Field Equa­
tions cryptosystem (HFE), the Oil-Vinegar signature scheme, the Tamed 
Transformation Method cryptosystem (TTM), and cryptosystems de­
rived from internal perturbation. Some of these schemes seem to be 
very suitable for use in the ubiquitous computing devices with limited 
computing capacity, such as smart cards, wireless sensor networks, and 
active RFID tags. Indeed, Flash, also known as Sflash^^, a multivariate 
signature scheme, was recently accepted as a security standard for use 
in low-cost smart cards by the New European Schemes for Signatures, 
Integrity and Encryption (NESSIE): IST-1999-12324. 

In general, multivariate public key cryptosystem is a public key cryp­
tosystem in which the public key is a set of multivariate polynomials 
/ i ; • • • I fm in A;[x-i, . . . , x-„], where fc is a given finite field. If Alice wants 
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to send the message ( x j , . . . , x'^) £ fc" to Bob, she looks up Bob's pubhc 
key, computes y[ = filx[,..., x'^) for i = 1 , . . . ,m, and sends the en­
crypted message {y[,...,y'^). Bob's secret key will be some information 
about the construction of the /j without which it is computationally in-
feasible to solve the system fi{xi,..., Xn) = y'i, • • •, fm{xi, • • •, Xn) = y'm 
for xi,. ..,Xn-

Of course, Bob will need a secret key to recover Alice's message, and 
this indicates that the NP-hardness of the multivariate polynomial equa­
tion solving problem does not necessarily guarantee the security of prac­
tical schemes, though intuitively it does suggest that the more we can 
make the polynomial appear to be "random," the more secure the scheme 
is likely to be. 

Research on MPKCs has undergone rapid development in the last 
decade, providing many interesting results in designing and attacking the 
MPKCs with examples as previously stated. In addition, the study of 
MPKCs has also resulted in new ideas in solving systems of multivariate 
polynomial equations over a finite field, a purely mathematical problem 
that lies in the area of algebraic geometry. This has also attracted a lot 
of attention. New work in this direction includes the linearization equa­
tions, the XL family of algorithms, the new Grobner basis algorithms, 
and the Zhuang-Zi algorithm. 

We believe that this area has developed to the point where a book is 
needed to systematically present the subject matter to a broad audience, 
including information security experts in industry, computer scientists 
and mathematicians. We hope that this book can be used in the fol­
lowing ways: by industry experts as a guide for understanding the basic 
mathematical structures needed to implement these cryptosystems for 
practical applications, as a starting point for researchers in both com­
puter science and mathematics looking to explore this exciting new field, 
or as a textbook for a course in MPKC suitable for beginning graduate 
students in mathematics or computer science. Due to the above con­
siderations, this book has been written more from the computational 
perspective, though we have tried to provide the necessary mathemati­
cal background. 

It should be noted that there are usually several improvements on 
the schemes that we present, in particular in terms of the efficiency of 
the computation in both implementation and attacks. However, to keep 
the size of this book reasonable and to keep the book more focused, 
we have chosen not to cover some of these details. Instead, we have 
tried to present the essential ideas, methods, and examples so that a 
reader will not be distracted by technical details that can be found in 
the references provided. Nevertheless, for those readers interested in the 
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practical side of the MPKCs, we highly recommend reading through the 
details in order to discover improvements. Improving the performance 
of a cryptosystem by even a small factor may not be significant from a 
mathematical perspective, but can be very important in practice. 

This book is arranged not in historical order but rather in terms of the 
mathematical ideas behind each topic. We begin with an overview of the 
basic ideas and early development of both multivariate public key cryp­
tography and signature schemes. We next present the main families of 
multivariate schemes: MI, Oil-Vinegar, HFE, and TTM. We also present 
the concept of perturbation, the means by which the security of various 
schemes can be improved without much cost in efficiency. Each family 
is introduced in terms of the origin of the mathematical idea behind 
its construction, followed by generalizations and related attacks specific 
to that family. Generic attacks that can be applied to any MPKC, in 
particular methods for solving systems of multivariate polynomial equa­
tions over a finite field, are then addressed, followed by a discussion of 
the future of MPKCs. The reader will find one supplementary appendix 
at the end of the book where we have collected results from finite field 
theory needed in the main text of the book. 

This book grew out of a survey paper written by Jintai Ding and Di­
eter Schmidt, and from the lecture notes for a graduate course at the 
University of Cincinnati taught by Jintai Ding during the 2004-2005 
and 2005-2006 academic years. Indeed, we have written this book to be 
used as a text for a year-long course in advanced topics in cryptogra­
phy or applied algebra, or as a supplementary text for a first course in 
cryptography. Students with some previous exposure to abstract alge­
bra (groups, rings, fields and ideals) will be more than well-prepared to 
read and understand the various topics. For those with a programming 
background, we plan to develop a website where we will make our related 
software available at 

h t t p : / /ma th . uc . edu/^aac/MPKC/sof tware . html 

for public use. This will provide interested readers a starting point to 
further develop their understanding and computational intuition by ex­
perimenting with the software. Those readers new to the field of MPKC 
will be best served by first reading the introductory chapter, after which 
the chapters are written so as to be essentially self-contained. Readers 
with previous exposure to MPKC may use the text to learn more about 
a given scheme and as a guide to related articles. Although it was our 
intention to include all related references, we apologize to those we have 
missed. Also, the amount of space devoted to a given topic is not nec­
essarily related to how important we consider it. Rather it is likely due 
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to space constraints or to maintain the consistency and convenience of 
the structure and flow of the book. 

We plan to maintain a webpage at 

h t t p : / /ma th . uc . edu/ '^aac/MPKC/errata. html 

where we will list corrections to the book. Readers are encouraged 
to submit their findings to that website or send them via e-mail to 
aacOmath.uc.edu. 

We would like to thank Robert Hess, Timothy Hodges, Gregory Hull, 
Crystal Updegrove, and John Wagner for attending the lectures and giv­
ing thoughtful feedback about the lectures and the early stages of the 
book. We would like to also thank Jiun-ming Chen, Lei Hu, Christo­
pher Wolf, Bo-yin Yang for reading the book and providing us with their 
valuable comments. Many thanks go to the staff at Springer for their 
constant support and help, and to the Department of Mathematical Sci­
ences at the University of Cincinnati for their support. Finally, we would 
like to thank our families for their constant support and encouragement. 



Chapter 1 

OVERVIEW 

1.1 Public Key Cryptosystems 
The revolutionary idea of a public key cryptosystem, which has fun­

damentally changed our modern communication systems, was first sug­
gested by Diffie and Hellman [DifRe and Hellman, 1976]. The first practi­
cal realization of this idea was the famous RSA cryptosystems proposed 
by Rivest, Shamir and Adleman [Rivest et al., 1978; Rivest et al., 1982], 
whose security is based on the difficulty of factoring a large integer into 
a product of prime numbers. Diffie and Hellman also suggested the fa­
mous Diffie-Hellman key exchange protocol, whose security is based on 
the difficulty of the discrete-logarithm problem over a large prime field 
[Diffie and Hellman, 1976]. 

A public key cryptosystem, unlike a traditional symmetric cryptosys­
tem where the two parties in the communication process have exactly 
the same key, is an asymmetric cryptosystem where the encryption key 
is different from the decryption key. The encryption key should be made 
public so that anyone can use it to send an encrypted messages. How­
ever, the decryption key should be kept private so that only the intended 
recipient can decrypt the secret message. Similarly, signature schemes 
based on public key cryptosystems come with two keys: one is public 
and is used to verify signatures, while the other is private and is used to 
produce an electronic signature. 

Symmetric cryptosystems use the same key for both encryption and 
decryption and thus require a prior secret key exchange in order to com­
municate securely in an open communication channel. However, due 
to the asymmetric property, especially the disclosure of the public key, 
currently symmetric cryptosystems work far more efficiently than the 
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asymmetric ones. Therefore, it is preferable to use symmetric schemes 
if a secure key exchange can be accomphshed efficiently. Without any 
prior secret key exchange, public key schemes can be used to securely 
exchange a symmetric scheme key that can then be used to securely 
communicate over any open communication channel. Since electronic 
transmissions and the Internet are totally open communication systems 
where anyone can eavesdrop on essentially any communication, public 
key cryptosystems have become critical for providing a reasonable level 
of security and privacy. 

Despite all its strengths, the RSA cryptosystem also has its weak­
nesses. The security of RSA relies on the fact that we do not have any 
fast algorithm for factoring large integers. Due to recent developments 
in the area of integer factorization (such as the number field sieve and 
algorithms based on elliptic curves), RSA must use increasingly larger 
parameters in order to maintain a necessary level of security. By today's 
standards, a secure RSA public key cryptosystem requires an integer N, 
a product of two prime numbers p and q, such that N = pq has at least 
1000 binary digits. Working with numbers of this size requires a huge 
amount of calculations, which makes the entire encryption and decryp­
tion process slow and therefore inefRcient. This kind of performance is 
intolerable for "small" ubiquitous computing devices with limited com­
puting power and memory, such as cell phones and smart cards, let alone 
wireless network sensors and RFID tags. 

Moreover, quantum computers have recently emerged as a threat to 
the RSA cryptosystem. Peter Shor [Shor, 1999] discovered an algorithm 
that can be used to factor an integer in polynomial time on a quan­
tum computer. This means that once we have quantum computers that 
can deal with a large number of quantum bits, the RSA cryptosystem 
can no longer be considered secure. Because of the tremendous effort 
directed towards developing quantum computers, this threat should be 
taken seriously, particularly in consideration of the appearance of the 
first small-scale but real quantum computer in 2001, which factored 15 
into 3 x 5 using Shor's algorithm [Vandersypen et al., 2001]. Even though 
we do not presently have quantum computers of the desired capacity, we 
have a very strong motivation to search for efhcient and secure alterna­
tive public key cryptosystems. 

1.2 Multivariate Public Key Cryptosystems 
There are several directions in which to search for alternative public 

key cryptosystems. Some examples include: elliptic curve cryptography, 
where the Abelian group structure of the set of points on an elliptic curve 
is used; lattice-based cryptography, which exploits the metric structure 
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of a lattice; and error-correcting code-based cryptography. Another di­
rection is multivariate public key cryptography where the building blocks 
are multivariate polynomials over a finite held. Typically these polyno­
mials are of total degree two; that is, quadratic polynomials. This new 
direction was very much inspired by the knowledge that solving a set 
of multivariate polynomial equations over a finite field, in general, is 
proven to be an NP-hard problem [Garey and Johnson, 1979]. By itself 
this fact does not guarantee that any such cryptosystem is secure. Quan­
tum computers do not appear to have an advantage when dealing with 
NP-hard problems and we do not expect them to find a solution to a set 
of polynomial equations efficiently even in the future. On the other hand 
no proof exists that the integer factorization problem is NP-hard, nor is 
it known to which class of problems it belongs. Nevertheless, a quantum 
computer is perfectly suited for the integer factorization problem. 

Multivariate public key cryptosystems have increasingly been seen by 
some as a possible alternative to number theoretic-based cryptosystems 
such as RSA, where the security assumption is based on the difficulty 
of factoring large integers or finding a discrete logarithm on a standard 
computer. Moreover, MPKC schemes are in general much more com­
putationally efficient than number theoretic-based schemes. By now, 
there are many new cryptographic schemes and constructions, and some 
of these schemes seem to be very suitable for use in "small" ubiquitous 
computing devices with limited computing capacity, such as smart cards, 
wireless sensor networks, and active RFID tags. Indeed, Flash, a multi­
variate signature scheme, was recently accepted as an European security 
standard for use in low-cost smart cards by the New European Schemes 
for Signatures, Integrity and Encryption [NESSIE, 1999]. 

Mathematically speaking, the security of RSA-type cryptosystems re­
lies on the complexity of integer factorization and is based on results in 
number theory developed in the 17**̂  and 18*^ centuries. Elhptic curve 
cryptosystems employ the use of mathematics from the 19**̂  century. 
Multivariate cryptography goes one step further, using results in alge­
braic geometry developed in the 20*̂ ^ century. This perception was first 
clearly stated by Diffie (ht tp : / /www.minrank.org) . 

Currently all existing multivariate cryptosystems can be divided into 
two categories with one exception, the Isomorphism of Polynomial (IP) 
authentication scheme. The first category is called bipolar and the sec­
ond is called mixed. 
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Bipolar Systems 
Let A: be a finite field. In a bipolar multivariate public key cryptosys-

tem, the cipher is given as a map F from fc" to k^ 

F(x i , . . . , a ; „ ) = ( / i , . . . , / m ) 

where each fi is a polynomial in k[xi,..., a;„]. A typical construction of 
this type of system begins with first building a map F from /c" to /c"* 
such that: 

1.) F ( a ; i , . . . , x „ ) = ( / i , . . . , / r „ ) , where fi G fc[xi,... ,x„]; 

2.) Any equation 

F ( x i , . . . , x „ ) := (yi , . . . ,Ty^), 

can be easily solved. Equivalently, we can efficiently find a pre-image 
of (y ' j , . . . , y^) , which will be unique for the case of encryption, and 
is denoted by 

F-\y'„...,y'^). 

Note that here F~^ means finding the pre-image and should not be 
taken to mean that the map F is invertible according to the strict 
mathematical definition of the invertibility of a map. 

Once such a map is found, the cipher F is constructed as a composition 
of three maps: 

F = LioFoL2, (1.1) 

where Li is a randomly-chosen Invertible affine transformations from 
fc*" to A;™, and L2 is a randomly-chosen invertible affine transformation 
from /c" to fc". In this case, the public key consists of the m polynomial 
components of F and the field structure of k, while the secret key consists 
of Li and L2. The map F may or may not be part of the secret key 
depending on its precise nature. 

/c" 

A;" 

Figure 1,1. Composition of maps. 
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To encrypt the message X' = {x'l,..., x'„), we calculate F{X'). To 
decrypt a ciphertext Y' = [y'^,..., y!^), we solve the system of equations 
defined by 

F{xi,...,Xn) = Y'. (1.2) 

This is accomplished by first finding Yi = L^^{Y'), then Y2 = F~^(Yi), 
followed by L^Hy2)-

To sign a message Y', one has to find any solution to (1.2), which 
we denote by X' = (x'^,.. -jx'^). Anyone can verify if it is indeed a 
legitimate signature by checking to see whether or not 

F{x[,...,x'J=Y'. 

We can see that one of the key ideas involved in the bipolar mul­
tivariate schemes is that Li and L2 serve the purpose of "hiding" or 
"masking" the map F that could otherwise easily be inverted. In some 
cases, the choices for F are relatively limited and otherwise known to the 
attacker. This explains why there is sometimes no substantial security 
advantage in keeping F as part of the secret key. Currently, the majority 
of multivariate schemes are of bipolar type. 

Mixed Systems 
A mixed multivariate public key scheme uses the mapping H from 

f^n+m Q̂ f^l ĝg j^g public key 

H{xi,...,Xn,yi,--.,ym) = (hi,..., hi), (1.3) 

where each hi is a polynomial in /^[cci,..., x^, y\,..., y-m 1. To build such 
a scheme, we find a mapping H : fc""'"'" —> fc' 

H{xi, ...,xn,yi,...,ym) = (hi,..., hi), 

where each /i, is a polynomial in k[xi,..., a;„, yi,..., ym\ such that: 

1.) For any given specific {x'-^,..., x'^), the system of equations 

H{x[,...,x'^,yi,...,y^) = iO,...,0) (1.4) 

can be easily solved. In most cases. Equation (1.4) is a set of linear 
(affine) equations in the variables yi,...,ym-

2.) For any given specific element {y[,..., y!^), the system of equations 

Hixi,...,Xn,y[,...,y'J = (0,...,0) (1.5) 

can easily be solved. Equation (1.5) is a set of specially designed 
nonlinear equations. 
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Once such a mapping is found, H is constructed as 

H = L'ioHo{LiX L-i) 

where L\ : /c" —> /c" and L2 : /c"* —> k^ are defined as in the bipolar 
case, and L3 : /c' —> /c' is an invertible linear map. 

To encrypt the message X' = {x'l,..., x^), we substitute into Equa­
tion (1.3) and solve the system of equations 

H{x[,.. .,x'^,yi,.. .,ym) = (0, . . . , 0 ) , 

denoting the solution by Y' = {y[,...,y!^). This Y' is the encrypted 
message. To decrypt a ciphertext Y' = {y'l, • • -Ty'mJ^ ^^ ^^^^ calculate 
Y = L ^ - ' ( y ) . Then, letting Y = {yi,.. .^y^), we substitute Y into 
Equation (1.5), and solve the system of equations 

H{xi,..., Xn, yi,..., ym) = ( 0 , . . . , 0). 

If the solution of this equation is denoted by X, then the plaintext is 
given as X ' = Lj;HX). 

To sign a message Y' — {y[,. .., y!^), we must go through the decryp­
tion process above to find an element X' = {x[,..., x'^) in /c". Anyone 
can verify that it is indeed a legitimate signature by checking: 

H{x[,...,x'^,y[,...,y'^) = (0, . . . ,0 ) . 

The public key consists of the I polynomial components of H and the 
field structure of k. The secret key mainly consists of Li, L2 and L3. 
The equation H[X, Y) = (0,..., 0), depending on different cases, can be 
either part of the secret key or the public key. 

The key idea is that L\, L2, L3 serve the purpose to "hide" the equa­
tion H{X,Y) = 0, which otherwise could be easily solved if given the 
value of Y. As with bipolar schemes, it is usually not necessary or always 
possible to hide the form of H. Mixed type schemes are relatively rare, 
one example being Patarin's Dragon cryptosystem [Patarin, 1996a]. 

I P schemes 
The Isomorphism of Polynomials (IP) problem originated by trying 

to attack MPKCs by finding the secret keys. Let Fi , F2 with 

^i \Xl) • • •) Xjij V J j l ; • • • 1 Jim)) 

be two polynomial maps from k'^ to A;"*. The IP problem is to look for 
two invertible affine linear transformations Li on A:" and L2 over k"^ (if 
they exist) such that 

Fi( j ; i , . .., Xn) = L2 o F2 o Li{xi,.. ., Xn). 
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This problem is closely related to the attack of finding private keys for 
a MPKC, for example the Matsumoto-Imai cryptosystems, and the IP 
cryptosystem was first proposed by Patarin [Patarin, 1996b], where the 
verification process is performed through showing the equivalence (or 
isomorphism) of two different maps. A simplified version is called the 
isomorphism of polynomials with one secret (IPls) problem, where we 
only need to find the map Li (if it exists), while the map L2 is known 
to be the identity map. 

Later, more works were devoted to this direction [Patarin et al., 1998; 
Levy-dit-Vehel and Perret, 2003; Geiselmann et al., 2003; Perret, 2005; 
Faugere and Perret, 2006]. However, the emphasis of this book is on 
quadratic bipolar systems, so we will not discuss the IP schemes in any 
detail. 

1.3 Basic Security and Efficiency Assumptions 
As with any public key cryptosystem, multivariate schemes must be 

efficient and secure if they are to be of any practical value. We will 
now discuss the basic aspects of these features relevant to all schemes in 
the context of bipolar encryption cryptosystems. The case of signature 
schemes is very similar. 

Essentially, any encryption process applies a polynomial map, often 
quadratic, to an element in A;" to produce an element in k'^. The de­
cryption process is a process to find its "inverse," for example by solving 
(1.2). This means that (1.2) must be hard to solve for anyone without 
some additional information. The main reason this is generally believed 
to be such a hard problem is the well-known fact that essentially the 
only method to solve polynomial equations are general methods, such as 
the Grobner basis method, which is normally expected to be of exponen­
tial complexity. If the encryption map has an inverse in terms of strict 
mathematical definition, then it can also be expressed as a polynomial 
map, hence we must ensure that this inverse map has a substantially 
high degree. Otherwise we can use the public key to generate enough 
plaintext-ciphertext pairs to find the inverse of the cipher easily, and 
defeat the cryptosystem. 

We must also ensure that it is hard to factorize the encryption map in 
terms of the composition that defines it, as given in (1.1). Otherwise the 
secret key becomes easy to retrieve from the public key. In general, this 
is known to be very difficult. Perhaps more precisely, we know extremely 
little about how to factor maps and it is generally thought to be a very 
hard mathematical problem for multivariate maps. The hardness of this 
problem is closely related to the well-known Jacobian conjecture about 
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invertible maps, which essentially asks if the Jacobian of a multivariate 
polynomial map over R", for n > 1, is a nonzero constant also implies 
the map is invertible. Here, R stands for the set of real numbers. 

Of course any public key cryptosystem is intended for practical ap­
plication. This requires that both the encryption and decryption pro­
cesses can be performed efficiently. The public key, a set of multivariate 
polynomials, has to be stored somewhere, must be publicly and eas­
ily accessible, and its values must be swiftly calculated. Therefore, the 
polynomial components must all be of relatively small degree, but of 
course not linear, since otherwise the system will be useless due to the 
security problem. As we will see, it seems best to use schemes where the 
component polynomials have total degree two. 

1.4 Early Attempts 
Before we start the main body of the book, we would like to present 

a brief history of the early pioneering work in MPKC. 
The first attempt to construct a multivariate signature was given in 

[Ong et al., 1984; Ong et al., 1985]. This system is based on a quadratic 
equation 

y — Xi^ ax2 mod n, (1-6) 

where n is a large composite integer that is difficult to factorize. To sign 
a message y, we need to find one of the many (about n) solutions (xi, X2) 
to (1.6), which is easy if we know the factorization of n. The public key 
is essentially the integer n and (1.6). Since the security relies on the 
factorization of n, this system is in some sense still in the shadow of the 
RSA cryptosystem, though it indeed irntiated the idea of multivariate 
cryptosystems. 

Shortly after its introduction. Pollard and Schnorr broke this cryp­
tosystem [Pollard and Schnorr, 1987]. In particular, they found an al­
gorithm to solve (1.6) for any given y without knowing the factors of 
n. With the assumption of the generalized Riemann hypothesis, a solu­
tion can be found by a probabilistic algorithm that has a complexity of 
0((logn)^loglog|A;|) in 0(logn)-bit integer operations. 

An attempt to build a true multivariate (with four variables) public 
key cryptosystem was also made by Matsumoto, Imai, Harashima and 
Miyagawa[Matsumoto et al., 1985], where the public keys are given by 
quadratic polynomials. However it was soon defeated [Okamoto and 
Nakamura, 1986]. 

Another early attempt to build a multivariate cryptosystem was made 
by Fell and Diffie [Fell and Diffie, 1986]. Their idea was to build a 
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cryptosystems using the composition of many invertible linear maps and 
simple triangular maps of the form 

T{xi, ...,Xn) = {xi + g{x2, ...,Xn),X2,...,Xn), (1.7) 

where g is any polynomial. Clearly T is invertible, assuming g is known, 
and therefore the decryption process can be done easily. However, due 
to efficiency considerations such as the key size, the authors concluded 
in [Fell and Diffie, 1986] that it appeared very difficult to build such a 
cryptosystem with practical value that is both secure and has a public 
key of practical size. Here one should notice that the simple triangular 
maps described above belong to the family of de Jonquieres maps from 
algebraic geometry, which are more generally defined by: 

J ( x i , . ..,Xn) = (xi + gi{x2,. • •,Xn),...,x„_i + ^n- i (x„) , a;„), (1.8) 

where the gi are arbitrary polynomial functions. We note that J can be 
easily inverted assuming that the gi are known. 

The invertible affine linear maps over fc" together with the de Jon­
quieres maps belong to the family of so-called tame transformations from 
algebraic geometry, including all transformations that arise as a compo­
sition of elements of these two types of transformations. Tame transfor­
mations are elements of the group of automorphisms of the polynomial 
ring k[xi,.. .,a;„]. Elements in this automorphism group that are not 
tame are call wild. Given a polynomial map, it is in general very diffi­
cult to decide whether or not the map is tame, or even if there is indeed 
any wild map [Nagata, 1972], a question closely related to the Jacobian 
conjecture. This problem was solved in 2003 [Shestakov and Umirbaev, 
2003], which claims to prove that the Nagata map is indeed wild. 

Triangular constructions were also pursued unsuccessfully in Japan 
[Tsujii et al., 1986; Tsujii et al., 1987; Hasegawa and Kaneko, 1987]. 
Their construction is actually even more general in the sense that they 
use rational functions instead of just polynomials. However, these works 
are not so well-known, partially because these papers were written in 
Japanese. The cryptosystems are called sequential solution type sys­
tems. The birational construction by Shamir [Shamir, 1993] in some 
way also belongs to this family. A much more complicated attempt was 
pursued much later when Moh presented TTM, the tame transformation 
method [Moh, 1999a]. 

1.5 Quadratic Constructions 
The majority of multivariate public key cryptosystems belong to the 

bipolar type, while only a very few are of mixed type. Also, it is usually 
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the case that the pubUc key is given as a set of polynomials of total 
degree two; i.e., they are all quadratic polynomials of the form: 

E ̂ij^i'^j I y ^i'^i 1 C. 

The reason for this comes mainly from efficiency and security consider­
ations. For a fixed n, the number of possible terms in a polynomial of 
degree d in n variables is 

n + d\ _ {n + d)\ 

d J n\d\ 

which grows rapidly as d increases. If d is large, then the public key 
size will be too great for fast computation and efficient manipulation 
and storage. It is obvious that linear constructions are not an option, so 
quadratic constructions seem to be the best choice from the perspective 
of both security and efficiency. In fact, from a purely mathematical 
point of view, any system of large total degree polynomials can always 
be transformed into a larger system of total degree two polynomials by 
adding more variables. Therefore the increase in security we gain by 
increasing the total degree is not necessarily a good trade-off due to the 
loss in efficiency. Because of these considerations, we will concentrate our 
attention on quadratic multivariate public key cryptosystems of bipolar 
type, as they represent the majority of all known multivariate schemes 
used for either encryption or signature purposes. 



Chapter 2 

MATSUMOTO-IMAI CRYPTOSYSTEMS 

In the previous chapter we discussed some early attempts to build 
MPKCs. However, these attempts were not very successful and it be­
came very clear that new mathematical ideas were needed. The first 
such new idea was proposed by Matsumoto and Imai [Matsumoto and 
Imai, 1988]. Their key idea was to utilize both the vector space and the 
hidden field structure of /c", where k is a, finite field. More specifically, 
instead of searching for invertible maps over the vector space /c" directly, 
they looked for invertible maps on a field K, a degree n field extension 
of A;, which can also be identified as an n dimensional vector space over 
k. This map could then be transformed into an invertible map over fc". 

One such cryptosystem, known as C* or MI, attracted a lot of atten­
tion due to its high efficiency and potential use in practical applications. 
In fact, the MI cryptosystem was submitted as a candidate for secu­
rity standards of the Japanese government. However, before the final 
selection, MI was broken by Jacques Patarin using an algebraic attack 
that utilizes linearization equations [Patarin, 1995]. This method takes 
advantage of certain specific hidden algebraic structures in MI. 

Normally one would conclude that this is the end of MI, though in 
fact the subsequent story goes into the opposite direction. One reason is 
that the MI cryptosystem represents a fundamental breakthrough on the 
conceptual level in that it brought a totally new mathematical idea into 
the field and consequentially was widely explored and extended. Another 
reason is that there are many new variants of the MI cryptosystems 
that seem to have great potential, including the Sflash signature scheme 
[Akkar et al., 2003; Patarin et al., 2001], which was accepted in 2004 as 
one of the final selections for the New European Schemes for Signatures, 
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Integrity, and Encryption project [NESSIE, 1999] for use in low cost 
smart cards. 

Indeed, the work of Matsumoto and Imai has played a critical role as 
a catalyst in this new area and has stimulated the subsequent develop­
ment. In this chapter, we will present the MI cryptosystem in detail, 
Patarin's cryptanalysis of MI, the Plus-Minus variants, related attacks 
and security analysis. 

2.1 Construction of a Matsumoto-Imai System 
Let k he a. finite field of characteristic two and cardinality q, and 

take g{x) G k[x] to be any irreducible polynomial of degree n. Define 
the field K = k[x]/g[x), a degree n extension of k. In general the 
char(A;) = 2 condition is not necessary for the following construction, 
though we would need to modify the system slightly due to the loss of 
bijectivity in the final map used for the construction of the corresponding 
public key. 

Let cj) : K —> /c" be the standard /c-linear isomorphism between K 
and k'" given by 

(/>(ao + aix-\ \-an-ix"'~^) = (HQ, «!, • • •, fln-i)-

The subfield k oi K is embedded in /c" in the standard way: 

(^(a) = (a,0, . . . , 0 ) , yaek. 

Note that here Q!) is a fc-linear map if we treat A; as a subfield in K. 
Choose 0 so that 0 < 0 < n and 

gcd(g^ + l , q " - l ) = l, 

and define the map F over K by 

F ( X ) = X^+9". (2.1) 

The conditions on 0 insure that F is an invertible map; indeed, if t is an 
integer such that 

t ( l + g'̂ ) = l m o d ( g " - l ) , 

then F~^ is simply 
F-\X) = X\ 

Now let F be the map over /;" defined by 

F{xi,...,Xn) = (j)0 Fo(j)-^{xi,...,Xn) = ih,---,fn), 
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where / i , •. •, /n £ k[xi,..., x„]. To finish the description of the con­
struction of Matsumoto-Imai, let us now choose Lj and L2 to be two 
invertible afiine transformations over /c". Define the map over fc" by 

F{xi,...,Xn) = Li oFoL2{xi,...,Xn) = {fl,...,fn), (2.2) 

where fi, • • •, fn G k[xi,..., x^]- See Figure 2.1 for a commutative dia­
gram that captures the essence of the MI construction. 

fc" - ^ — > fc" 

k"" 

'l^K-^K^^, n ^ ^ 

F 
T 

id 

¥• 

Figure 2.1. Composition of maps in the construction of MI. 

We can now fully describe the Matsumoto-Imai public key cryptosystem. 

The Publ ic Key 

The public key of MI includes the following: 

1.) The field k including its additive and multiplicative structure; 

2.) The n polynomials / i , . . . , / „ G fc[xi,..., x„]. 

The Private Key 

The private key includes the two invertible affine transformations L\ 
and L2. The parameter Q can be kept private, though this is not critical. 
Since there are fewer than n choices for Q and n is typically not very 
large, hiding Q has no substantial effect on attack complexities (only a 
factor of n). 

Encryption 

Given a plaintext message {x\,.. .,a:^), the associated ciphertext is 

(z/i, •••>?/«)> where 

Vi " Jii^l' • • • I ^nJ' 

for i = 1, . . . ,n . This can be done by anyone, since the public key is 
available to anyone. 
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Encryption Decryption 

Xi,...,Xr. 

F 

yi,---,yn 

?yi , - - - ,?yn 

LI' 

F - i 

L -

Xl, • ; Xf^ 

Figure 2.2. Single-branch MI encryption and decryption. 

Decrypt ion 

We can decrypt the ciphertext {y[,... ,y'^) by computing 

F-\y[,...,y'J=L^'oF-'oLl\y[,...,y'J 

= L^'ocPoF-'o^-'oL-\y[,...,y'^). 

In general the components of F"^ wiU be of very high degree, and there­
fore in practice we decrypt the ciphertext {y[,...,y'^ by executing the 
following steps: 

1.) First compute {z[,...,z'^) = Lj"^(yJ,.. . , y^); 

2.) Then compute {zi,..., z„) = (j)o F~~^ o <j)~^[z'i,..., z'^); 

3.) Finally compute {x[,.. . ,x^) = L^ (zi,..., z^). 

If the corresponding cryptosystem is secure, then this decryption pro­
cess can be performed only by those who have access to the private 
key. See Figure 2.2 for a graphical representation of the encryption and 
decryption process. 

Degree of the Publ ic K e y Components 

The com.ponents of the map F are polynomials in k\xi, . . .,a:„]. In 
fact, since we are thinking of the variables x i , . . . , Xn as the plaintext 
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message "bits" in the field fc, we will identify fi, • • •, fn with the corre­
sponding representative of minimal total degree in the ring of functions 
from A;" to k 

Fmi(fc",fc) = k[xi,...,Xn]/{xl -xi,...,xl- x„), 

where total degree is defined as usual. For notational convenience, we 
will abuse notation and ] instead of Fun(/c"', k). We shall 
never use the notation k[xi,..., a;„] for the polynomial ring in the vari­
ables xi,... ,Xn with coefScients in k unless explicitly announced before­
hand. Similarly, the notation K[X] will be used for the ring of functions 
from K to K; that is, we identify K[X] with K[X]/{X'i" - X), unless 
announced otherwise. As such, we shall use the terms "polynomial" and 
"function" interchangeably. Let us now explore the relationship between 
the degree of F and the degrees of / i , . , . , / „ . 

The maps Ti{X) = X^' on K,fori = 0,l,..., n—1, are the well-known 
Frobenius maps. In fact, the set of these maps is exactly the Galois group 
G = GdA{K/k), and the group ring KG = {Y17=a ^i^i I '^i ^ ^ } is the 
set of all /c-linear maps on K (see Appendix A). But from this it is easy 
to see that for any L{X) 6 KG we have that (p o L o cj)"^ is a fc-linear 
map over /c", hence the components of (j)o Lo (f)~~^ each have total degree 
one in k[xi,.. -jXn]-

In order to better see the relationship between the degree of H{X) G 
K[X] and the degree of the components of ^oiiro(^~^, let us define the q-
Hamming weight degree of the monomial X^ G -^l-''^]; where 0 < e < g", 
to be the sum of the coefficients in the base-g expansion of e, also known 
as the g-Hamming weight of e. The ^-Hamming weight degree of a 
function H{X) G K\X] is then defined to be the largest g-Hamming 
weight degree over all monomials oi H{X). 

Now suppose we have a function H{X) G K[X] of g-Hamming weight 
degree d. Then the components of 0 o i7 o ^"^ will be of total degree 
d. In particular, since the g-Hamming weight degree of F is two, it 
follows that the total degree of each of the / i , •. •, /« is two. Since Li 
and L2 are invertible affine transformations, the total degree of each of 
the / i , • • •, /n is two as well. 

A Toy Example 
We now illustrate the MI cryptosystem using a toy example with small 

parameters. 
Let k = GF(2^) be the finite field with q = 2^ = 4 elements. The mul­

tiplicative group for the nonzero elements of this field can be generated 
by the field element a which satisfies a"^ + a+1 = 0. The field elements 
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+ 
0 
1 
a 
a' 

0 
0 
1 
a 

a' 

1 
1 
0 

a' 
a 

a 

a 
a' 
0 
1 

a 2 

a' 
a 
1 
0 

* 
0 
1 
a 

a' 

0 
0 
0 
0 
0 

1 
0 
1 
a 
a' 

a 

0 
a 
a' 
1 

a' 
0 

a' 
1 
a 

Table 2.1. Addition and multiplication table of GF{2^ 

of k can be presented as {0, \, a, o?} and the addition and multiplication 
tables are given in Table 2.1. 

Next choose n = 3 and g{x) = x^ + x + 1, an irreducible polynomial 
in k[x\. Set K = k[x\/{x'^ + x + 1). There are only two possible choices 
for 6] namely 6* = 1 or 6* = 2. We will use 9 = 2. The map F and its 
inverse are given by 

F{X) = Xi+4 ' 

Let Li and L2 be given by 

L\ {xi,X2,Xri) = 

F-\X) = X 26 

and 

L2 (2;,a;2,a;3) 

To derive the public key polynomials in terms of the plaintext message 
variables xi, X2, x-^ we begin by computing 4>~^ oL2{xi,X2, X3), which we 
find to be 

{a + xi + ax'i) + (a^ + X2 + ax-s)x + (a + xi + ax2)2; . 

If we denote this by X, then we next compute F{X) = X^'^'^ = X -X^^. 
The exponentiation is easily done since we only have to apply it to each 
term of X. There are no degrees higher than two since we are working 
in the finite field k of characteristic two. Thus F{X) is 

1 + a xi + tt2;2 + X3 + xia;2 + axjx^ + a X2X3 

+ (a + ax\ + X2 + a X3 + Xi+ a X1X2 + X2 + X2X-i)x + (a + a xi 
, 2 ^ 2 N + 0:0:2 + CiX^ + Xi + X1X2 + axix^ + a X2 + 0x2X3 + a x'^)x 
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Finally we compute Li o (/)(X) to get the public key polynomials 

/i(.Ti, X2, X's) = 1 + X3 + axix-s + 0:̂ X2 + 0^x2X3 + xj 

f2{xi, X2, X3) = I + a xi + ax2 + X3 + x^ + X1X2 + a xixs + X2 
— / \ 0 0 0 0 0 0 

f3[x\, X2, X3) = a X3 + x-^ + a X2 + X2X3 + a X3, 

which will be used to encrypt plaintext messages. If, for example, we 
wish to encrypt the plaintext {x[, X2, X3) = (1, a, a^), then we compute 

y'2 = f2{l,a,a^)^0 

y's = / 3 ( l , a , a^) = 1 

to get the ciphertext (0, 0,1). 
The person in charge of decrypting this ciphertext knows Lj~ , F~^ 

and L2^- With 

/ a 2 1 

L^^ (j/i,y2,2/3) = 1 «^ 

\a^ 1 

and the given ciphertext we first find 

from which X = a + ax + x"^ follows. In this toy example 

F-\X) = X^'^ = a + x\ 

which can easily be computed by the binary method (also known as 
the square-and-multiply method). In real applications this approach 
would be too time consuming, since the exponent t for X is typically 
very large. Instead one selects a 9 where the binary representation of t 
exhibits a pattern, which then can be exploited to speed up the process 
of evaluating X*. 

Continuing with the toy example, we now have {zi, Z2, %) = (a, 0,1). 
From 

L2^ (yi, 2/2,2/3) = 

we obtain L2 {a, 0,1) = (1, a, oP')'^, the original plaintext. 

a 2 

a. 
1 

a2 

a. 
a 

a\ 

a] 
1 / 

1 yi 
2/2 -

\y-i -

— a 
- a 2 
- a 2 



18 MULTIVARIATE PUBLIC KEY CRYPTOSYSTEMS 

Multiple-Branch MI 
A multiple-branch cryptosystem is one essentially composed of sev­

eral basic (single-branch) cryptosystems. The input is partitioned first, 
with each part sent to its own single branch cipher. The outputs of each 
branch are then combined into a single output. The input is first trans­
formed, usually in the form of an invertible afFine transformation, before 
being partitioned in order to hide the branches. Similarly, the combina­
tion of the outputs from the branches usually undergoes a transforma­
tion. See Figure 2.3 for a pictorial illustration of this general idea. Note 
that if the single-branch ciphers Ci,C2, ••. ,Cb and the input-output 
transformations are invertible, then the multi-branch cipher will be in­
vertible as well. 

In the case of multi-branch MI, each branch will be a basic single-
branch MI as described in the previous section. Let h be the number of 
branches and pick positive integers n i , . . . , n^ such that ni + - • • -fn;, = n. 
For each i, pick an irreducible polynomial gi{x) G k[x] of degree rii and 
define Ki = k[x]/gi(x). Then Ki is a degree Ui field extension of k, with 
fc-linear isomorphism 

such that 

(lH{ao + aix-\ | -a„;_ix" '"^) = (ao, a i , . . . , a„._i) . 

As in the case of a single branch, if we choose (independently) the 
9i,.. .,01, such that 0 < 0j < nj and gcd {q^' -|- 1, </"' - 1) = 1 for each i, 
then we can construct the invertible maps 

Fi{X) = X^+'>''' 

and then 
Fi = (l)iO FiO 0 r i = ( / j j , . . . , /^„.), 

where each fij is a polynomial in k[xi,..., x^], for j = 1 , . . . , n i ; each 
f2j is a polynomial in k[xni+i,- • •, Xn^+nz], for j = 1 , . . . , n2; . . . ; and 
each fbj is a polynomial in k[xn-nh+i^ • • •,Xn] for j = 1,...,nf,. 

We then combine the branches together to define a new map F over 
fc" by 

F{Xi,...,Xn) = {F,,F2,...,Fb) 

= ( / l l , • • •, hm, / 2 I , • • • i / 2 n 2 ' • • •; / M > • • •> fbni,), (2-3) 

and choose Li and L2 to be invertible affine transformations on /c". 
Finally define the map F over /c" as before: 

F(xi,. ..,Xn) = Li oF o L2{xi, ...,Xn) = ( / l , • • . , / „ ) , 
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input: xi,.. . ,Xr, 

mixmg 

Zi,...,Z., 

partition 

•^Ij • • • , Zfii ^ni+l: • • • 1 ^111+112 ^n—ni, + l , . . . , ^ j j 

Ci Co a 
^11 • • • ; ^nx - ^ n i + 1 ; • • • ) ^711+712 ^ n — n ^ + l : • • • ? -̂ TJ 

concatenation 

•2-1) • • • ) -2n 

mixing 

output: yi,...,yn 

Figure 2.3. A multi-branch cipher composed of single-branch ciphers Ci, C2,..., Cb. 

where each /j is a degree two polynomial in k\xi,..., Xn]-
We can see that a multiple-branch implementation of MI is essentially 

the image of several single-branch MI implementations under an invert-
ible affine transformation. Though it may seem that multiple branches 
provide more security, we shall see later that this is not the case. 

2.2 Key Size and Efficiency of MI 
The public key of the Matsumoto-Imai cryptosystem is a set of degree 

two polynomials / i , . . . , / « S /c[a;i,..., a;„]. Each polynomial has H - n + 
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n{n + l ) / 2 = (n + l ) (n + 2)/2 terms, hence the pubUc key amounts to a 
set of n{n + l ) (n + 2)/2 coefficients in k when q > 2. For q = 2 the key 
size will be smaller because there are no square terms due to the fact 
that x'f = Xi. 

This is rather large compared with that of RSA, even if we choose 
k to be GF(2^) and n = 32, the parameters originally suggested by 
Matsumoto-Imai in 1988. However, with systems like RSA there are 
other considerations, in particular the implementation software, whereas 
with MPKCs the implementation requires minimum work beyond the 
public key. 

Though the public key of MI may be large compared with other 
schemes such as RSA, the great advantage of MI lies in its computa­
tional efficiency. If we choose q — \k\ to be small, then we can store the 
multiplication table in memory using the fact that the nonzero elements 
of k form a cyclic multiplicative group. This makes the encryption much 
faster than schemes like RSA which must work with large integers. This 
technical detail can also be used in the decryption process, including 
the most expensive calculation in computing with F"^. In fact, MI 
originally generated a lot of excitement precisely because the practical 
implementations first suggested were far faster than RSA and promised 
the same level of security. 

The Matsumoto-Imai cryptosystem was proposed in 1988 [Matsumoto 
and Imai, 1988], and was considered as one of the candidates for the 
Japanese government security standard. However, MI was defeated in 
1995 by Patarin's algebraic attack via linearization equations [Patarin, 
1995]. 

2.3 Linearization Equations Attack 
We begin by defining the notion of a linearization equation (LE) in a 

general way. 

Definition 2.3.1. Let Q = {gi, • • •, gm} be any set of ni polynomials 
in k[xi,.. .,Xn]. A linearization equation for Q is any polynomial in 
k[xi, ...,Xn,yi,---, ym] of the form 

^ ^ ttijXiyj + Y^ biXi + ^ C0j + d, (2.4) 

such that we obtain the the zero function in k[xi,. . ., x„] upon substitut­
ing in gj for yj, for j = 1,. . ., n. Equivalently, a linearization equation 
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is any equation in k[xi,. . ., x„] of the form 

n m 

which holds for all {x\,..., x'^ E /c". 

It is clear that for a given Q, the set of all linearization equations of Q 
forms a fc-vector space. This space will be referred to as the linearization 
equation space of Q. 

Patarin keenly observed that the linearization equation space for the 
components of F can be used to attack the Matsumoto-Imai cryptosys­
tems. To see this, let {/ i , . . . , /„} be the set of components of F, and 
suppose we have a linearization equation of this set of the form of (2.4). 
For a given ciphertext {y[,... ,y'n), substituting in y'^ for /j produces a 
linear (hopefully nontrivial) equation in the variables x i , . . . , x„ whose 
solution set contains the plaintext. 

With enough linearization equations, we can hope to produce enough 
linear equations such that the resulting system has the desired plaintext 
as its unique solution. Even if we cannot find directly the plaintext from 
these linear equations for a given ciphertext, as long as the LEs can pro­
duce enough linearly independent linear equations for the corresponding 
plaintext, these linear equations can then be plugged into the quadratic 
public equations derived from the public key and the ciphertext to re­
duce the number of variables and make it much easier to solve it. To 
decide the feasibility of this attack, we must first find the number of 
linearly independent linear equations we can hope to derive from the 
space of linearization equations of the components of F. We begin the 
analysis by considering the single-branch case of MI. 

Linearization Equations of Single-Branch MI 
The following theorem gives a lower bound on the number of linearly 

independent linear equations that we can generate from the components 
of F . 

Theorem 2.3.1 . Let {/i , . . . , / „} be the public key for a single-branch 
implementation of MI. Fix a ciphertext Y' = (y'^,..., y'^) G A:" and let C 
be the space of linearization equations o / { / i , . . . , / „ } . If Cy' is the space 
of equations that are derived by substituting in y[ for yi (for i = 1,.. .,n) 
in each equation of C, then the number of linearly independent linear 
equations in Lyi is at least 

2n 
n~ gcd{n,0) > -—. 
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The exceptional case is L^^ {Y') = ( 0 , . . . , 0) when there are only trivial 
equations. 

To prove this theorem we will need the following two lemmas. 

L e m m a 2 .3 .1 . Let F = Li o F o L2 be as in the construction of single-
branch MI. Let JC be the space of linearization equations of {/i , . . . , / „} 
and let £ be the space of linearization equations of {/i , . . . , / „ } . Then 
these two k-vector spaces have the same dimension; i.e., 

dimfc £ = dinifc £• 

Proof. First suppose that L2 is the identity, so that 

n 

i=\ 

Then 
n u n n 

0 = ^ ^ aijXifj + ^ biXi + ^ Cjfj + d 

n n / ^ \ ^ n / n \ 

i=\ 3=1 \l=l J i=l 3=1 \l=l J 

+ d 
n n n n 

j=l j = l 1=1 3=1 

a linearization equation for / j , . . . , / „ . 
Similarly, by looking at F = L^^ o F and starting with a lineariza­

tion equation for / i , . . . , /« , we can derive a linearization equation for 
fi,..., fn- From this bijection we see that the dimension of the lineariza­
tion equations for F and Li o F are the same. 

Now suppose that Li is the identity, and let 

n 

Xj ^ ^ OLij X-i - j - Pj, 

i=l 

SO that 

Then 
n n n n 

0 = X X aijXifj{xi, . . .,Xn) +'Y^ biXi + ^ Cjfj{xi, . . .,Xn) + d 
1=1 j=l i=l 3 = 1 
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which gives 
n n n n 

0 = ^ ^ aijXifjixi,..., x„) + ^ biXi + ^ Cjfj{xi, ...,Xn)+d, 
i=l j=l i—1 j=l 

since the invertible change of variables amounts to a permutation on /c". 
But then we have 

n n n n 

0 = ^Y^aijXifj{xi,. ..,Xn) + ^biXi + ^Cjfj{xi,...,Xn) +d, 

z—1 j=l i—1 j — 1 

which, as above, can be rewritten as 
n n n n 

0 = E E 4 -̂/j- + E ^i^'^ + E 4/i + d', 

a Unearization equation for / i , . . . , / „ . 
Similarly, by looking at F = F o L^ and starting with a lineariza­

tion equation for / i , . . . , / „ , we can derive a linearization equation for 
/ i , . . ., fn- From this bijection we see that the dimension of the lineariza­
tion equations for F and F o L2 are the same. 

Finally, we conclude that dim/c £ = dim^ C. d 

Lemma 2.3.2. Let C and C he as in the previous lemma, fix a ciphertext 
Y' = {y[, ...,y'^)G /c", and let Z = L^\Y') = ( z i , . . . , z„). Let £z be 
the space of linear equations that arise from substituting in Zi for yi 
(for i = 1 , . . . , n j in each linearization equation in L, and let Ly be 
the space of linear equations that arise from substituting in y[ for yi 
(for i = 1 , . . . , n j in each linearization equation in C Then these two 
k-vector spaces have the same dimension; i.e., 

dirufc £z = dim^; £Y' • 

Proof. In the proof of the previous lemma we constructed a bijection 
between £ and £. This induces a bijection between £z and £Y' from 
which the result follows. • 

To see how Patarin first constructed linearization equations, we let 
X,Y G K he such that 

Y =^ F{X) = X'l'+K 

We then have 
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If we multiply both sides by XY, we see that 

or equivalently, 

X F " ' 

X F " ' -

' = X " " 

- x '̂V 
Finally define R{X, Y) e K[X, Y] by 

and 

R{X, Y) = X F - ^ ' -

>̂ , 

= 0. 

-X''^' V, 

;?, = 0 o i ? o ( ( ^ - i x ^ - i ) (2.5) 

From this R we can derive n linearization equations for the components 
of F. Specifically, the n components of R{xi,..., Xn, y i , . . . , Vn) are of 
the form (2.4), and, by construction, substituting in /j for yi (for i = 
1 , . . . , n ) yields the zero polynomial in /c[xi, • • •, ^n]-

It is natural to ask how many linearly independent linear equations 
arise from R for a specific {y[,.. ., y'^) G fc". Let {x[,..., x'^) G fc" be 
F-i (2 / i , . . . , y ; ) , and let F ' = rM2/i> • • -,2/;) and X ' = r ' ( a ; i , . . . , < ) • 
Then X ' must be a solution of 

X'l^'Y'^XiYy', (2.6) 

or 

X""-' = {YY-\ (2.7) 

if F ' 7̂  0. But the second equation has at most gcd {q'^'^ — I, q" — I) solu­
tions in K. Furthermore, because of the condition gcd {q + 1, g'̂  -- I) = 
I, we have that 

gcd {q^' - I, g" - 1) = gcd {q" - I, g" - I), 

hence (2.6) has at most gcd {q" — 1, g" — I) + 1 solutions, including the 
trivial solution. To find this number explicitly we will need the following 
lemma, which is easily proved. 

Lemma 2.3.3. For any two positive integers a, b we have 

g c d ( g ' > - - I , g ^ - I ) = gg=^("'^^~I. 

In particular, the lemma tells us that the total number of solutions for 
(2.6) is at most q̂ '̂̂  '^'"'•'. If A is the number of linearly independent linear 
equations that arise from (2.6), then there will be q^^^ solutions to the 
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corresponding system of linear equations. Therefore q^~ < qsca(9,n)^ 
and so A > n — gcd {6, n). 

The three largest possible values of gcd {9, n) are n, n /2 if n is even, 
and n / 3 if 3 divides n, and the rest are of all smaller values. Therefore, 
if we show that the first two cases are impossible, then we can conclude 
that 

2n 
n - g c d ( 6 ' , n ) > y -

First we know that it is impossible that gcd [9, n) is n, because of the 
choice of 9 is larger than 0 and less than n. Second, if gcd {9, n) = n /2 , 
this means that 9 must be n /2 itself. Then we know that 

gcd (g"/2 + 1, ^n _ 1) = qn/2 + 1 > 1̂  

which contradicts the invertibility condition which requires that 

gcd{q'+l,q^-l) = l. 

Therefore gcd {9, n) cannot be n /2 either and the largest possible value 
for gcd {9, n) is n / 3 . 

This proves the following theorem, which combined with Lemma 2.3.2 
gives us a proof of Theorem 2-3.1. The exceptional case in Theorem 
2.3.1 is Lj~^(F') = (0 , . . . ,0) and all hnear equations derived from the 
linearization equation are again trivial ones, 0 = 0. 

Theorem 2.3.2. Let C he the space of linearization equations for the 
components of F and fix Y' = {y'^,..., y'^) G /c". If Ly is the space of 
linear equations resulting from substituting in y[ for yi (for i = 1,.. .,n) 
in each element of C, then dim^ £y/ is at least 

2n 
n-gcd{9,n) > y , 

except when Y' = ( 0 , . . . . 0). 

If gcd {9, n) — 1 then it is clear that we can defeat the system eas­
ily using linearization equations alone. More generally, we see that the 
single branch Matsumoto-Imai cryptosystem is not very secure since for 
a given ciphertext we can always find at least 2n/3 linear equations 
satisfied by the plaintext, which is analogous to leaking 2/3 of the in­
formation. More importantly, these equations can be used to eliminate 
2/3 of the variables of the quadratic public equations derived from the 
public key and the ciphertext, which should then be much easier to solve 
than before. 
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The next question we consider is how to actually generate linearization 
equations. We explain two different approaches: one based on plaintext-
ciphertext pairs, and the other based on the structure of polynomial 
functions. 

Plaintext -Ciphertext Pairs 

Using the public key we can generate several plaintext-ciphertext 
pairs. For each pair given by F{x'i,..., x'^) = {y[,...,y'^), we can sub­
stitute in x\ for Xj and y'- for yj into the generic linearization equation 

^ aijXiyj + ^biXi + ^ cfyj +d = 0, 

to get a linear equation in the (n+l)"^ unknowns aij, hi, Cj, d E k. There­
fore, if we choose roughly (n -f- l)'^ plaintext-ciphertext pairs, then it is 
very likely that we can solve the resulting system for the unknown coef­
ficients. The total cost of this process includes: 

1.) Comiputation of (n + 1)^ plaintext-ciphertext pairs, which has com­
plexity 0{n'^); 

2.) Solving a set {n+ 1)^ linear equations in (n + 1)^ variables, which 
has complexity 0{n^). 

This can be done relatively easily. 

Structure of Polynomial Functions 

We begin with a generic linearization equation for the components of 
F: 

^ aijXifj + ^ biXi + ^ Cjfj +d = 0. 

As before, we treat the coefficients aij, bi, Cj, d as variables taking values 
in k. After rewriting the left-hand side of this equation as a sum of 
monomials in the variables x ' l , . . . , x-„, we have an equation of the form: 

^ ttijiXiXjXi + ^ PijXiXj + ^ 7i.Tj + 5 = 0, (2.8) 

where the coefficients aiji,(3ij,"fi,5 are linear functions in the unknown 
coefficients aij, bi, Cj, d. 

Remark 2.3.1. If q = 2, then we should make use of the fact that 
^3 _ ^2 _ ^ j-Q^ ^^y X ^ k. In particular, any power of Xi occurring in 
(2.8) will he replaced hy Xi, for i = 1,... ,n. 

From the theory of polynomials over a finite field, we know that each of 
the aijk: Pij, 7,, 6 must be equal to zero, which produces ^—^^"g ^^"—-
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linear equations in the unknown coefficients aij,bi,Cj,d, when q > 2. 
The solution set for this system of equations is then used to construct 
linearization equations. 

It is very likely that we will not need to use all ( n + l ) ( n + 2 ) ( n + 3)/6 
linear equations, and that we probably only need roughly (n + 1)^ of 
them. We can also confirm easily if indeed we have the right solution 
space, if we know the dimension of the space of linearization equations 
(we will say more in the next subsection about how to calculate this 
dimension). If the dimension of the space is too large, we can always 
add more equations until the right solution space is found. 

Here the main cost is to solve a set of (n + 1)^ linear equations in 
(n + 1)^ variables. As before, the complexity of this is 0{n^). 

Dimension of the Space of Linearization Equations 
for Basic MI 

Now we will present the results related to calculation of the dimension 
of the space of linearization equations as presented in [Diene et al., 2006]. 

Theorem 2.3.3. Let C be the space of linearization equations associated 
with the components of a given invertible Matsumoto-Imai map F (hence 
we may assume that 9 ^ n/2). If q > 2, then 

dim^ £ 

If q = 2 and 9 = n / 3 , 2 n / 3 , then 

if 9 = n / 3 , 2n /3 ; 

otherwise. 

7, i / n = 6, 6' = 2, 4; 

dimfc£ = ^ 8, ifn = 3,9=l, 2; 

2n/3 , otherwise. 

Ifq = 2 and9 y^ n / 3 , 2n /3 , then 

dimfc£ 

10, if n = 4, 9=1,3; 

2n, if9=l,n-l, ( n ± l ) / 2 ; 

3n/2, « / 6 ' = ( n ± 2 ) / 2 ; 

n, otherwise. 

The key idea used in the calculation of dim^ £ is to lift the problem to 
an extension field. The approach is very similar to that used by Kipnis 
and Shamir in [Kipnis and Shamir, 1999]. We present only a sketch 
of the proof of the case where q > 2; see [Diene et al., 2006] for the 
complete proof of Theorem 2.3.3. 
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The proof in [Diene et al., 2006] uses some very abstract mathematical 
concepts and theorems, which look simple but may be difficult for people 
who are not very familiar with the related mathematical theory. Our 
proof here is more direct and more from the point of computation. 

Recall R : K X K —> K is defined by 

Rix,Y) = xy?" - x^'V, 

and R : /c^" —> k^ is defined by 

R = ct> o R o {ct>~^ X(^-i) = ( r i , . . . , r „ ) , 

where r i , . . . , r „ G k[xi,.. .,Xn,yi, • • -jyu]- The first step is to show 
that the n linearization equations derived from R are linearly indepen­
dent if g > 2 and 9 ^ n / 3 , 2n /3 . We will show this by way of contra­
diction, so let us assume that these n linearization equations are not 
linearly independent. In this case there must exist a nonzero vector 
( a i , . . ., On) G k"^ such that a i r i + • • • + anVn = 0 in the polynomial ring 
k[xi,. ..,Xn,yi,.-.,yn]-

Let L : k^ —> /c" be the linear map defined by 

L{xi,..., x„) = {aixi -\ 1- anXn, 0 , . . . , 0), 

hence LoRis the zero function from /c^" to /c". From this it follows that 
0"^ o L o (j)o R is the zero function from K x K to K since 

(j)-'^ O L O (f) O R = ( ( / )-! O L O ,/)) O {(j)-^ O i? O ( 0 X (/))) 

= (f)'^ o {L o R) o {(f) X (j)) 

= 0~^ oOo(,/) X (^). 

Now from Lemma A.0.1 and its corollary, there exists a nonzero vector 
in K"', say (AQ, . . . , An-i), such that 

n - l 

hence 
n - l . 

J2MXY'^'-X'^''Yf =0. 

It is not hard to see that if g > 2 and i y^ 0 then 
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unless 36* = n, 2n. Since we have assumed otherwise, the monomials in 
this polynomial are linearly independent, and hence all Ai are zero. This 
contradicts our assumption, and thus the n linearization equations are 
linearly independent. 

To prove that there are no other linearization equations is very similar. 
Pick any linearization equation, say 

n n n 

yZ aijXiVj + ^ biXi + ^ Cjyj + d = 0 
i=\ i = l j= l 

SO t h a t 

^ aijXifj + ^ hiXi + ^ Cjfj + d = Q 

in k\xi,..., x„], and not all the aij, bi, Cj, d E k are zero. 
The map Q taking ( x i , . . . , a;„, yi,.. .,yn) to 

^ aijXi'yj + ^ biXi + ^ ĉ ŷ  +d,0,...,Oj (2.9) 

is a nonzero map from fc^" to /c". Hence by Lemma A.0.3 in Appendix 
A, there exists a corresponding unique map Q from K x K to K: 

such that 

n—Xn—1 n—1 n—1 

where not all the Aij, Bi,Cj, D G K a,re zero, cind X — (p (^i? • • • i ^n) 
and y = 9i"_Hyi,... ,y„). 

Because Q is derived from a linearization equation, when we substitute 
in Y for X' ' +^ in this expression, then we will have the zero function 
from K X K to K. Via a direct computation we can show that it will 
be in the form 

n - l 

J2A{XY''' -X^'^Yf =0, 
i=0 

if g > 2 and 0 7̂  n / 3 , 2n/3 . From this we conclude that all linearization 
equations for F are linear combinations of the n components of R, and 
that the dimension of the space of linearization equations is n in the case 
of g- > 2 and 61 7̂  n / 3 , 2n /3 . 
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Linearization Equations Toy Example 
We will illustrate the use of the linearization equations with a small 

example. We will again use the field GF(2^) for k, whose field opera­
tions are given in Table 2.1. The plaintext is given by n = 5 variables 
(j;i, .•r2, .Ts, ,T4, X5) G k^. In order to represent the public key in a more 
compact form we introduce the additional value XQ = 1, so that the 
public key can be written as a sum of quadratic terms. With the row 
vector X = (XQ, XJ, X2,XS, X^, .1:5) the public key is given by 

yi 

?/2 = X 

y-i 

yi 

2/5 = X 

/o 

V 
fa 

V 
/ I 

V 
/ I 

V 
jo? 

0 
a 

0 
a 

c? 
0? 

c? 
0? 

a' 
0 

a 
a 
1 

0 
0 
1 

a 
0 

1 
a2 
a2 
a2 

0 
a2 

0 

a' 
0 

a^ 0 
a' 

1 
a 
1 

> 

a2 
Q 2 

0 
1 

a 

1 
a 
0 
a 
a 

a2 
a2 
0 
a 
1 

^ 1 
1 
1 

0 

0 
a2 
a2 

0 

1 
0 Q;2 

a^ a 
1 

1 \ 
0 
a 
a 
a^ 

T 

1 / 

1 \ 
1 
0 
0 

a2 

X^ 

1 / 

a 2 \ 
a2 

1 

a2 

X 

aV 
o\ 

Q 2 

a 
a 
a^ 

X 

1 / 

1 a 2 \ 
a2 0 

1 1 
0 a^ 
a a; 

.,T 

(2.10) 

(2.111 

(2.12) 

(2.13) 

(2.14) 
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The entries left blank in the matrices are zero, and they will not be 
stored in a real life application. Assume that a plain text produced the 
cipher text (1, 0, 0,0,1). We will show how to recover the plain text with 
the help of the linearization equations. 

Introduce the value yo = 1 so that the public key can be represented 
by the row vector y = {yo, yi,y2,2/3,2/4,2/5)- The linearization equations 
(2.4), which in our case use m — 5 and n = 5, can now be written in 
matrix form 

xAy^ = 0 (2.15) 

where A is a 6 x 6 matrix with unknown coefficients Aij, i,j = 0,..-,5. 
For setting up the system of linear equations it is easier if the (m + 
l ) ( n + 1) unknowns are represented by a one dimensional array. With 
a notation commonly used in programming we introduce the correspon­
dence 

Aij^^ A[{m+l)i + j] = 0 

so that we have the following correspondence for the unknowns appearing 
in (2.4) 

o-ij -^=^ Aii'm + T^)i + j] for i = 1,... ,n; j = 1,.. . ,m; 

k 

d 

Substituting the public key into (2.15) produces a homogeneous polyno­
mial, which is cubic in Xi for i = 0 , . . . , 5. Collecting the coefficients of 
the 56 different terms, we obtain a homogeneous system of linear equa­
tions in the 36 unknowns A[0] to ^[35]. The rank of the corresponding 
matrix is 31, so that the dimension of the linearization equations is 
36 — 31 = 5, which is the common case as predicted by Theorem 2.3.3. 

Reducing the matrix to row echelon form we obtain the following 

A[Q\ = aA[29] 4- o?A[?,2] + A[U] + >l[35] 

A\l\ = A[29] + a'^A[32] + Al33] + A[34:] + A[35] 

A[2] = aA[29] + A[32] + A[35] 

A[3] = A[29] + aA[32] + a'^A[33] + a^A{34] + aA[35] 

A [4] = a A [32] +a'^A [33] + a A [34] -̂  yl [35] 

A[5] = aA[32] 

A[6] = A[29]+A[32]+a'^A[33] + A[34] + A[35] 

A[7] = A[32] + A[33] + a^AlSA] 

A[8] = a^A[32] + aA[35] 

A[{m+l)i + j] 
A[{m+l)i] 
m 
m-

for i = 1,.. 
for i = 1,. . 
for J = 1,. 

•, n; j 

.,n; 
. .,m; 



32 MULTIVARIATE PUBLIC KEY CRYPTOSYSTEMS 

A{9] = A{29] + A[32] + ^^^[SS] + A[3A] + A[35] 

A[10] = A[29] + a^Al^A] 

A[n] = a^Apg] + Q:A[35] 

^[12] = a'^A[34] + a^A[35] 

A[13] = /1[29] + A[32] + ^[33] + a^yl[34] 

^[14] = aA[32] + a^A[35] 

A[15] = a'^A[29] + a'^A[32] + a'^A[33] + a^A[34] + a'^A[35] 

A[16] = a2^[29] + aA[32] + Q;2^[33] + yl[34]+yl[35] 

A[17] = aA[32] 

A[18] = a'^A[29] + a^A[32] + a'^A[33] 

A[19] = ^[32] + /l[35] 

A[20] = ^[29] + A[32] + a2A[33] + Q;2A[34] 

A[21] = A[29] + A[32] + aA[33] 

A[22] = a^A[32] + >1[33] + aA[34] + a^ A[3b] 

A[23] = a^A[29] + a'^A[32] + aA[34] 

A[24] = A[32] + ^[34] + A[35] 

A[25] = a^A[32\ + a^A\3h] 

A[2&] = aA[29] +/1[32] + A[35] 

A[27] = a^A[32] + aA[33\ + aA[3A] + a'^A[3^ 

A[2S\ = ^[29]+A[34] 

A[3Q] = OLA[33\ + aA[34] + otA[3b] 

A[3l\ = A[32] + a2A[33] + A[34] + a2A[35] 

where ^[29], A[32], A[33], A[34] and A[3h] are free parameters. These 
values and the given cipher text 

y = ( l , y U ^ , y ^ , 2/̂ ,2/̂ ) = (1,1, 0,0,0,1) 

are now substituted back into (2.15), and the coefficients of the free 
parameters A[29], >l[32],yl[33], vl[34], A[35] are set to zero to give the 
following set of equations for the plaintext: 

ax\ + X2 + X4 + a^ — 0, 

a^X2 + xs + Q;X4 + XQ + a = 0, 

axi + X2 + c?X'i + xs + 1 = 0, 

a.x\ + accs + 0:4 + a^xs = 0, 
2 2 

cc x'l + tt X2 + X3 + ax'4 = 0. 



Xi = 

â 2 = 

x-i = 

X4 = 

= ax^ + a , 

= X5 + a, 

= X5 + a^, 

= 0x5. 
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The system of equations has the following solution 

(2.16) 

(2.17) 

(2.18) 

(2.19) 

Finally we can find the value of the plaintext in one of two ways. 
In the first method we try all possible values of X5 e fc in order to 

find out which of the possible plaintexts produced the given ciphertext. 
With the different values for X5 in the solutions (2.16) to (2.19) and the 
pubhc key in (2.10) to (2.14) we find the following possibilities: 

plaintext ciphertext 

( a ^ a , a ^ O , 0 ) = > (1,0,0,0,1) 

(1,0; , « , a, 1) =^ (0, a, 0, a , a) 

(0,0, l ,a^, a) = ^ (a, 1,0, a, a^) 

(a, 1,0, l ,a2) = ^ ( a ^ a ^ 0,1,0) 

Only the first case produces the given ciphertext and thus we know that 
the original plaintext was (a^, a, a^, 0,0). 

In the other method we substitute the linear equations (2.16) to (2.19) 
into the public key (2.10) to (2.14) and set it equal to the given cipher-
text, that is 

yi = 1, 

2/2 = 0, 

y3 = 0, 

Vi = 0, 

ys = 1-

This results in quadratic equations, which the free parameter has to 
satisfy. In our case the free parameter is X5. Some of the resulting 
equations are trivial, but others are Xj = 0. From this we conclude that 
X5 = 0 and find the remaining plaintext from (2.16) to (2.19). 

Linearization Equations for Multiple-Branch MI 
Using the notation of the multiple-branch case discussed above, it is 

evident we have the following theorem. 

T h e o r e m 2.3.4. Let C be the space of linearization equations for a 
given implementation of MI and fix a ciphertext {y[,.. ., y'^) € fc". Let 
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Y' — (j)~^{y[, • • • ,y'n) and define Cyi to he the space of linear equations 
(in the plaintext variables xi,.. .,Xn) obtained by substituting in y'- in 
for yj (for j = I,.. .,n) in every element of C. Then with probability 

dinifc CY' is at least 

Therefore the hnearization attack for the single-branch case can also 
be applied to the multiple-branch case. Additionally, there are refined 
methods suggested by Patarin [Patarin, 2000] that improve the efficiency 
of the algorithm where one separates the branches before attacking the 
system. 

From a mathematical point view one can see that it is possible to sep­
arate the different branches using the idea of finding a common invariant 
subspace. This idea was pursued in [Felke, 2005] for the more general 
case of multi-branch HFE. 

Remark 2.3.2. It is not difficult to see that the attack of Kipnis-Shamir 
[Kipnis and Shamir, 1999] on the HFE cryptosystem can also be used to 
attack the Matsumoto-Imai cryptosystem. In this case one can actually 
recover the private key, and it applies to both single- and multiple-branch 
cases. One can also see that the linearization attack can be viewed as 
the prototype and the origin of the XL algorithm for solving polynomial 
equations. 

2.4 Another Attack on Matsumoto-Imai 
In this section, we will present an attack that is an extension of the 

Kipnis-Shamir attack on HFE for use against the Matsumoto-Imai cryp­
tosystem. Unlike the linearization attack, this attack will allow us to re­
cover the private key. This attack has not been published before, though 
it is probably known to the experts in this area. The importance of this 
new approach is that it may lead to a new attack on Mi-Minus, which 
then can be used to attack Sflash^^. 

The key idea of the Kipnis-Shamir attack on HFE is to attack the 
problem from its origin. The constructions of MI and HFE are based on 
the idea that we can construct a map on a k-vectov space from a map 
on an extension field. Their idea was to use the structure of the map on 
the extension field to design the attack on the A;-vector space mapping. 
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With this point of view, if F : fc" —> A;" is a given Matsumoto-Imai 
public key mapping, then the first step of the attack is to hft F back 
to a map over K\ i.e., we must study (j)~^ o F o (j), in order to use the 
underlying algebraic structures from the extension field, not the vector 
space over the small field. 

To simplify the exposition we assume that q > 2 and that Li,L2 
are linear instead of affine, in effect ignoring the constant terms. In 
other words, we assume that the / i , . . . , /« are degree two homogeneous 
polynomials in k[xi,..., a;„]. Also, we assume that we know the field K 
and hence the map (p : K —> fc". If we do not have this information, 
then we will produce L\, L'2 and F' such that F = Lj o F ' o Lj . We now 
justify this claim. 

As before, the legitimate user picks an degree n irreducible polynomial 
g{x) e k[x\ in order to construct K = k[x\/g{x) and ^ : K —> /c". 
Suppose the attacker has chosen another degree n irreducible polynomial 
h{y) e k[y\ and constructs K' = k[y]/h{y) and ip '• K' —> k^. Of course, 
K and K' are isomorphic, and in fact, /c-linear field isomorphisms exist 
between K and K'. Let a{y) G K' be such that 

9{a{y)) = 0 mod h{y), 

and let i : K —> K' he defined by 

i{p{x)) = pia{y)) mod h{y), 

for 'p{x) E K. It is easy to check that t is a fc-linear field isomorphism 
between K and K'. 

Observe that 

F = Li o F o L2 

= Ll O [<p O F O (f)~ ) O L2 

= Li o <j) o (i"-*̂  o (,) o F o [i o i) o (j)~'- o L2 

= ( L l O (j) O L~ ) O (/, O F O h ) O (t O (()~ O L 2 ) . 

Define Mi : K' —^ k"", F' : K' —> K', and M2 : fc" —> K' by 

M l = L l o (/) o i " i 

F' = ioFoL-^ 

M2 = i O (f) O L 2 . 
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Observe that Mi and M2 are A;-linear vector space isomorphisms, and 
that 

F'{x)^c[{r\x)Y^' 
-1 {x'^'+iy^ = L \i 

= F{X). 

We consider whether or not there exists L'^ and L'2 such that 

F = L ; O ^ O F ' O V ^ - 1 O L ^ , 

or equivalently, for a given Mi and M2, whether or not there exists L\ 

L[oil; = Ml 

and Z/2 such that 

Solving for L[ and L'2 we 

V.-1 OL'2 

see that 

L;: 
L'2--

= Mi 

= xjj 0 

= M2. 

oijr^ 

M2. 

The attacker cannot know c, and thus cannot know Mi and M2. 
Therefore the attacker cannot know which L'^ and L2 wiU be obtained. 
However, if some L'^ and I/2 can be found, then these are just as useful 
as the original Li and L2 for the attack since we can then easily invert 
the map F anyway. Therefore it does not really matter if the attacker 
knows the extension field K or not, and thus, there is no advantage in 
hiding the field structure of K. From now on, we assume that we know 
the field K. 

Now, from Lemma A.0.2 in Appendix A, we know that 

n—1i—1 

</)-ioFo</,(X) = ^ ^ A j X 9 ' + 9 ' , (2.20) 

for some Aij G K. We also know that 

(p~ O F O (f) = (p O (Ll O F O L2) O (j) 

— 4>~^ O ( L i O ((/) O F O (t)~^) O L2) O (p 

= {(p-'^ oLio(f))oFo{(f>-'^ oL2 0(j)), (2.21) 
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where the parentheses are added to show the composition is of three 
maps defined on K. In particular, we know F and we can construct 
(̂ ^^ o F o (f) from the known F. Our attack will focus on using the 
properties of these known maps to find both of the unknown linear maps 
(p~^ o Li o (/) and (/)~^ o L20 (f). In particular, we will study 

(</)"̂ i o Lj^i 0 ^ ) 0 {(f)--^ oFo(t>) = Fo (0~^ 0L20 cf)), 

and the properties of the functions in this formula. 
From Lemma A.0.1 in Appendix A we have the following equations: 

(/.-I o Li o (f){X) = Y^ LijX"' (2.22) 
i=o 
n - l 

</)-! o L-1 o cj){X) = Y^ L^jX'i' (2.23) 

<^-i o L2 o 0(X) = Y L2jX''\ (2.24) 
i=o 

where Lij G K. Our attack comes down to finding the L^-, from which 
we can then construct Li and L2. 

Remark 2.4.1. We make special note that the notation Lj~- represents 

the coefficient of X'^ in the polynomial representation of L^ . This is to 
be distinguished from {Lij)~^, the multiplicative inverse of the coefficient 
of X'^ in the polynomial representation of Li. In general these two 
notations will not refer to the same value in K. All other exponent 
notations will he written as usual without parentheses. 

Now for any polynomial G{X) G K[X] of the form 

n—1 i 

we can associate a unique n x n symmetric matrix G defined by 

1 2Gii 

[^]»i ~ S ^ij 
[Gji 

Note that this matrix is such that 

G{X + Y)-G{X)-

if i =j; 

if i > j ; 

if? < j . 

• G ( y ) = x G y ^ , 
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where x = (X, X ? , . . . , X?"^') and y = (F, F " , . . . , F " " " ' ) . We make 
a special note here that the index of the rows and column range in 
0 , . . . , n — 1, and not 1 , . . . , n. We also note that because the character­
istic of K is two, the entries on the diagonal of G are all zero. 

Remark 2.4.2. The trouble with the case q — 2 is that in F the square 
terms and the linear terms are now the same and therefore mixed. But 
because of the symmetrization process, we realize that these linear terms 
are only related to the diagonal elements in the matrix, which are anni­
hilated here anyway. Therefore there is no problem with this attack for 
the case q = 2. 

With this correspondence between homogeneous quadratic functions 
on K and n x n matrices with entries in K, we will shift from the 
function point of view to that of matrices. In particular, let F be the 
matrix associated with F. Then clearly F has only two nonzero entries: 
[F]o6i = 1 and [FĴ o ~ 1- To see the basic idea of the attack, we must first 
understand how the bilinear form behaves if we compose the function 
by a A:-linear function from the left or right. The results are presented 
in the following two lemmas that deal with how these matrices behave 
under function composition. 

Lemma 2.4.1. Let G{X) be as defined above, let S{X) = YJ^ZQ SiX'i' 
and let G be the symmetric matrix associated with G{S{X)). Then 

G' = W^GW, 

where \N is an n x n matrix defined by 

and j — i is calculated modulo n. 

Proof. We begin by expanding G{S{X)): 

n-1 u / n - 1 \ 9 +9 

G{S{X)) = Y.YlGuv[Y.SiX'^'\ 
«=0-(;=0 \l=0 J 
n-1 u /n-1 \ «" /n-1 

u=Ov^O \l=0 / \l^0 
n~l u /n—1 \ /n—1 ^ 

=EE^̂ 4E r̂̂ "̂" Ê r̂ "̂" 
u=Ov=0 \l=0 / \l=0 , 
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n—1 u /n—l \ I n—l 

u=Qv=0 \i=0 J \ i = 0 

n—l u In—\ n~\ 

n—ln—l /n—l K \ 

i=0 j = 0 \ « = 0 v=Q J 

n—l i /n—l « \ 

= E E E E ™̂ (C.<. + <.^f:.) ^̂ '"̂ ^ 
i=0 j = 0 \ i t=0 •u=0 / 

n—l /n—l M \ 

u,=0 \u=Qv=Q J 

Thus the coefficient of X^'^'^^ for i > j is 

n—l u 

u=0 i;=0 

This is the same as [G']ij for i > j , since: 

n - l 
r\A/^i. \r.\i\i, -[G']ij = [W^ G yj]ij = Y^ [W^U [G W], 

u=0 
n—l /n—l 

Ei^k Eî wt̂ K 
«=0 Vt;=0 
n - l / n - l N 

E '̂ i'-w ( E [G]«t,5'j'_„ 
u=0 \ i ;=0 / 
n—ln—l 

E E [^]uvSi^u^j_^^ 
u=0 v=0 

= E E ([G]«.̂ f . C . + [G]-5f .^ i : J - E [G]« î̂ .<^ 
u=0v=0 • ' 
n—l u 

u=0 v=0 

a 
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L e m m a 2.4.2. Let G{X) and S{X) be defined as in Lemma 2.4-1- De­
fine G" to be the symmetric matrix associated with S{G{X)). Then 

n-\ 

G" = ^ 5 , Q , 

where G; is the n x n matrix defined by 

[Gi]ij = Gl__ij^i, 

with both i — I and j — I calculated modulo n. 

Proof. As with Lemma 2.4.1, we expand G{S{X)): 

n - l / n - l u \ 9' 

n~l /n—\ u ^ 

n—1 I n—1 i 

n—\ i /n—1 \ 

= EE Ê '̂ u-Ô '̂-"̂ -̂
Thus the coefficient of X'''+''^ for i > j is 

n - l 
Q.ni 

-Ij-l-
1=0 

This is the same as [G"]ij for i > j , since: 

n—1 n—1 

[G% = E^'N.. = E^'<i . -r 
/=o ;=o 

D 

Suppose that F' is the matrix associated with Fo(^(j) ^ oZ,2 °^)- Then 
from Lemma 2.4.1 we see that 

F' = Li^FL2, (2.25) 
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where the nx n matrix L2 is defined by 

N i , = < • - . . (2.26) 

Now suppose that F is the matrix associated with ^"^ o F o cf), and that 
F" is the matrix associated with ((f)'^ o L^ o (j)) o (cj)^^ o F o </>). Then 
from Lemma 2.4.2 we see that 

n - l 

F" = 2 ] L - / F , , (2.27) 
;=o 

where 
[F/]., - \ftij-r (2-28) 

However, we have seen that 

((/."I o LjT^ o<l>)o (0-1 oFo(P)=.Fo {(j)-^ 0L20 ,/)), (2.29) 

and hence 
F' = M = F", (2.30) 

where M denotes the common value of F' and F". 
Clearly the matrix F has rank equal to two. Since L2 is invertible, we 

see that M = L2 F L2 has rank equal to two as well. But this means that 
the X-linear combination 

n - l 

M = J2Lu'fi 
1=0 

of the n known matrices FQ, . . . , F„_i has rank two, a condition we can 
use to find the values of L^j^. In fact, this is a so-called "MinRank" 
problem. 

Defini t ion 2 .4 .1 . (MinRankProblem) Givennxn matrices Ai,..., A^ 
over a finite field K and r < n, find a non-trivial linear combination of 

A = aiAi H h aml^rn 

such that the rank of A is less than or equal to r. 

The general MinRank problem has been studied by Shallit, Frandsen 
and Buss [Shallit et al., 1996], among others. It generalizes the so-called 
"Rank Distance Coding" problem posed by Gabidulin [Gabidulin, 1985], 
which has been studied in [Stern and Chabaud, 1996; Chen, 1996]. This 
problem is a generalization of the "Minimal Weight" problem of error 
correcting codes [Berlekamp et al., 1978]. The general MinRank problem 
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was proven to be NP-complete in [Shallit et al., 1996] for the case where 
r = n — 1, which in this case corresponds to the problem of finding a 
hnear combination of A i , . . . , A^ which is singular. 

Their proof uses the technique of writing a given set of multivariate 
equations as an instance of MinRank. This result can be extended to 
other cases like r = n — 2 , n — 3 , . . . , however MinRank is not too hard 
when r is very small, as is our case. 

The approach of Kipnis and Shamir is to use a new relinearization 
method to solve this problem. Later, Courtois [Courtois, 2001] proposed 
a more standard and straightforward method to solve this problem that 
originated from an idea of Coppersmith, Stern and Vaudenay [Copper­
smith et al., 1997]. 

In the most general case, we treat the A i , . . . , A^, as known, and the 
« ! , . . . , am as variables. If A = a iAi + • • • + Cmf^m is to have rank r, 
then each (r + 1) x (r -f-1) submatrix minor must be equal to zero. This 
means that each (r + 1) x (r + l) submatrix yields a total degree r + 1 
polynomial equation in the vn variables a j , . . . , a^ . 

In the case under consideration we have r = 2. We also know that 
the A; = F( are symmetric with diagonal entries equal to zero. This 
means that the number of nonzero degree three polynomials in the vari­
ables IJ'^Q-, . . •, L^n-i ^̂  (3) ((3) ~ l ) / 2 ' where the equation obtained by 
choosing indices i i , 12, ̂ 3 for the rows and ji,J2,J3 for the columns is the 
same as the equation gotten by choosing indices Ji,J2,J3 for the rows 
and ii,i2,i:i for the columns, and we discard the trivial equations gotten 
by taking h = j i , 22 = J2, and is = J3. 

Since the equations are homogeneous, solutions should be thought of 
in the projective space of K^. This means that if we find a solution vector 
(Lj"g , . . . , Li^_i), then {CXL^Q , • • •, <^L'^n-i) ^^^^ ^̂ *̂-' ^^ ^ solution vector 
for any nonzero a G K. We may as well then take LJ~Q — 1 and substitute 
this into all the equations to arrive at a system of (3) ((3) — l ) / 2 degree 
three equations in the n — 1 variables L^^ , • • •, L^n-i' which we expect 
will be easy to solve [Courtois, 2001]. 

At this point we have (j)~^ o Lj"^ o ^, and thus Li, so we still need to 
to find L2. Along the way we have found M = F' = L̂ " FL2, which we 
will now use to find L2. We have two ways to proceed. First, if F is 
easily inverted (i.e., if the g-Hamming weight degree of F{X) = X* is 
relatively small), then we can directly compute (f)~^ o Z/2 o ^, and hence, 
L2, from (2.29). Otherwise, we proceed as did Kipnis and Shamir. 

Let ui, . . . , u„_£) be a basis of the left kernel of M, where D is the rank 
of M which we expect to be two. This means that for -i = 1 , . . . , n — D 
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we have 

0 = UiM = U iL^FL2 . 

The invertibility of L2 implies that 

0 = Uill F, 

and so, because of the special form of F, we know that 

(0, ai , a 2 , . . . , ae-i,0, ag+i,..., a„_i) = û  L2 , 

for some a i , . . . , a«_i, a$^i,..., a„_i £ ii". Since the Uj are known, we 
evidently have 2(n — D) linear equations in the n^ entries of LJ (or 
equivalently L2) by taking the dot product of Uj with the l'̂ * and 0^^ 
columns of 12 ,̂ for i = 1 , . . . , n — D. In fact, the equations are of the 
form 

i=o 
1 

2^UijLlj_g = 0. 

i=o 
n - l 

i=o 

The first equation is linear in the variables L2j- The second equation 
can be transformed into a linear equation by raising both sides to the 
qU-e power, yielding 

li—i 

n-l 

i=o 
n-l 

j=o 
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Thus we have 2{n— D) equations 

Y^ UijL2j = 0 
j = 0 

n~-l 

E Q'n — 9 

ulj+gL2j = 0, 
i=0 

in the n unknowns L20, L21, • • •, Z/2n-i- Assuming these equations are 
hnearly independent, and that 2(n — D) > n, or equivalently D < n /2 , 
we will be able to solve this system and finally obtain 0^^ o L20 cp, and 
thus L2. 

For more details of this attack, including time and memory complexi­
ties, the interested reader should check the related HFE case in [Courtois, 
2001]. 

2.5 Matsumoto-Imai Variants 
Two methods have been proposed to improve the security of the 

Matsumoto-Imai cryptosystem. One is called the "Minus" method, and 
is designed to resist the linearization attacks proposed by Patarin. The 
other is called the "Plus" method, and is used to make a cipher injective, 
thus enabhng us to decrypt the ciphertext. Among all the Matsumoto-
Imai variants proposed for practical use, the most successful is the Minus 
variant Sflash''^. 

The Minus Method 
The Minus method was first suggested in [Shamir, 1993] and dis­

covered independently by Patarin and Matsumoto. This method was 
utilized by Patarin and his collaborators in [Patarin et al., 1998] and 
elsewhere. As we will see in the case of Matsumoto-Imai, the applica­
tion of this method clearly eliminates the possibility of the linearization 
equation attack, if the Minus number r is not too small. 

The Minus method consists of deleting a few, say /•, polynomial com­
ponents from a given multivariate public key. For example, suppose 
F : fc" —> /c' is a public key cryptosystem with polynomial components 
fi,..., fl e k[xi,..., Xn]. In most cases we have / = n, but the Mi­
nus method can also be used in other cases. Once we apply the Minus 
method to F, for example by deleting the last r components, we will 
have a new map F~ : fc" —> k^~'^ defined by 

F~{x,,...,Xn) = {h,...Jl^r)- (2.31) 

The cryptosystem for signatures is, in general, set as follows. 
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The Public K e y 

The public key includes: 

1.) The field structure of k] 

2.) The set of polynomials: ( / i , . . . , fi-r) £ k[xi,..., x^]. 

The Private Key 

The private key is the same as in the original cryptosystem. 

The Signing Process 

The document (or its hash value) is 1"" = {y'l,...,y'n-r), a vector in 
A;""''. A legitimate user first chooses (or produces in some way) n — r 
random elements y'n-r+i ^ • • • ^ Vn i^ ^' which are appended to Y'~ to 
produce Y' = {y[,..., y'^) in /c". Then 

X ' = ( x ' i , . . . , 4 ) = F - i ( F 0 . 

is calculated using the same decryption process as in the original cryp­
tosystem. Finally, X' is the signature of the document Y ~. 

The Verifying Process 

Anyone who receives the document Y ~ and its signature X' first 
obtains the public key and checks if indeed 

{UX'),...Ji^r{X')) = Y'. 

If equality holds, then the signature is accepted as legitimate, otherwise 
it is rejected. 

In the signing process it is very important that the appended values 
y'n-r+iy • • • i J/n ^re kept secret, otherwise they could be used to recover 
the missing polynomials to attack the systems as was shown in [Okeya 
et al., 2005]. 

The Minus method is particularly useful for converting an encryption 
scheme (which must be one-to-one) into a signature scheme since we no 
longer need injectivity. The security of this family of signature schemes 
is based on the assumption that to solve such a set of / — r nonlinear 
equations in n variables is very difficult. 

In order to illustrate a signature scheme we continue with the toy 
example, which we used to show how the linearization equation attack 
works. This time only the polynomials (2.10) to (2.13) are made public, 
that is (2.14) is hidden and not part of the public key. 
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T h e person signing a document has the secret key and wi th it t h e 

hnear t r ans format ions or their inverses: 
„2 

-^/(?yi,?y2,y3,?y4,y5) = 

L2^{yi,y2,y3,y4,y5) 

0 
a 
a 

Vo 
(c? 

a 
0 
a 

a 

0 
a 

o? 

0 

1 
1 

o? 
1 
1 

a 
a" 

1 
0 
a 

a 

a 

1 
0 

1 
a2 

a2 

a 

a 

0 
1 
a 
a 
a 

1 \ 
1 
1 
1 

1 / 

1 \ 
a 
0 

a 

hi - »'\ 
yi - a' 
J / 3 - 0 

J/4 - 1 

V1/5 - 0 / 

y 2 - o 

a2 

(2.32) 

y4 

VJ/5 

3 of t h e M a t s u m o t o -

a 

a' 7 

(2.33) 

Also available for t h e signing process is d 

Imai m a p , which gives F~^{X) = X^^^, and the irreducible polynomial 
g(x) = x^ + .x'̂  + X + a^. 

Assume t h a t t h e document (plaintext) t o be signed is 

[a ,a,a , 0 ) . 

As ment ioned above, t h e addi t ional value should be chosen at r andom. 
In our toy example there are only four possibili t ies for j/g, and we will 
display t h e m all 

Y' (Document ) 

[c?, (x, o?, 0 ,0) 

[a , a , o?, 0 ,1) 

{a. , a , a , 0 , a) 

{a ,a,a ,0,a ) 

X' (Signature) 

(0, a, Of, 0, a ) , 

( 1 , 1 , a, a, a ) , 

( 1 , 0 , 1 , 1 , a ) 

( a 2 , l , l , 0 , a 2 ) 

Any of these s ignatures , say the first one wi th xi = 0, X2 = a , x^ = a , 
x^ = 0, and x^ — c?, toge ther wi th the public key (2.10) t o (2.13) will 
verify t h a t the s igna ture is valid, since we find 

(?/i, 1/2,2/3,2/4) = ( a ^ « , c?, 0) . 

If t he four polynomials of the public key are used for an a t t ack via 
t h e l inearizat ion equat ion , the a t tacker would see t h a t dim,t Lyi = 1 and 
would only find t h e equat ion 

Xl 
2 2 2 a X2 + ctxs + a X4 + ax5 + a , 

a re la t ionship satisfied by any of the four s ignatures . This is not enough 
to forge a s igna ture . In general , when r becomes larger t h e l inearizat ion 
equat ions for t h e Minus c ryp tosys tem disappear completely. 
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Flash and Sflash 
The New European Schemes for Signatures, Integrity, and Encryp­

tion project (NESSIE) within the Information Society Technologies Pro­
gramme of the European Commission made its final selections for cryp­
tographic primitives at the beginning of 2004 after an evaluation process 
of more than two years [NESSIE, 1999]. Sfiash^^, a fast multivariate sig­
nature scheme, was selected by NESSIE as a security standard for use 
in low-cost smart cards. Sflash^^ is called Flash by NESSIE. The initial 
submission Sflash'"-̂  was flawed, as a way was found to break it [Gilbert 
and Minier, 2002]. The flaw was due to the choice of GF{2) for the field 
elements. It had been deliberately chosen to minimize the size of the 
public key. In any case it was not a fatal flaw and it could be corrected 
easily by choosing GF{2^) as the field elements in Sflash^^ [Patarin et al., 
2001; Akkar et al., 2003]. The new version has a signature length of 259 
bits and a public key of 15 KBytes. 

The authors of the submission claimed that Sflash"^ is the fastest 
signature scheme in the world, and is the only digital signature scheme 
that can be used in practice for smart cards. Later, due to additional 
security concerns, the designers of Sflash recommended a new version 
called Sflash^^ [Courtois et al., 2003b], which is essentially Sflash"^ with 
a longer signature. Sflash'̂ ^ has a signature length of 469 bits and a 
public key of 112 KBytes. Later, the designers discovered that their 
security concerns are unfounded and so Sfalsh"-^ is again recommended 
[Courtois, 2004]. At this point it seems that Sflash"^, and with it Flash, 
should be considered secure. 

For ease of exposition we give the basic implementation of Sflash^'^. 
The reader is referred to [Akkar et al., 2003] for technical details. Sflash 
is a Matsumoto-Imai Minus variant and it uses the single-branch map 
F as given in (2.1) with 9 = 11. 

Furthermore, Sflash uses n = 37 and r = 11 so that F ^ : k^"^ —> fc^^ 
is defined by 

F~{xi,.. .,Xn) = {.h,---,fn-r), 

where / i , . . . , /26 G k[xi,..., X37]. The Sflash scheme has the following 
structure. 

Publ ic K e y 

The following information can be made public, and is needed in order 
to verify a given Sflash signature: 

1.) The field k = GF(2^), including its additive and multiplicative struc­
ture. In particular, k = GF{2)[x]/{x'^ + x + 1). 
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2.) The 26 quadratic polynomials / i , . . . , /26 £ k[xi,..., 0:37]. 

Private K e y 

The following information should be kept private, and is needed in 
order to generate Sfiash signatures: 

1.) A, a randomly chosen 80-bit long secret key; 

2.) The two invertible affine transformations Li and L2 associated with 
the Matsumoto-Imai map F. 

Signature Generation 

Let ip : k —> GF(2)^ be the usual vector space isomorphism. The 
subscripts below refer to the position in the bit string, and "||" denotes 
the concatenation of bit strings. In order to sign a message M, we 
execute the following steps: 

1.) Compute M l = SHA-l(M) and M2 = SHA-l(Ml) , two 160-bit 
strings, using the SHA-1 hash function. 

2.) Let 

3.) Let 

V = M l | | ( M 2 i , . . . , M 2 2 2 ) = (V^i,...,Vi82) 

W = SEA-l{V\\A) = {Wi,...,Wj7). 

M[=i^-\Vu...,Vr) 

M^^ilj"\Vs,...,Vi^) 

M^, = i;-\V^7e,...,Vis2) 

M!,T = ^-\W,,...,W-r) 

M[,T = i,-\Wj^,...,W, 77 j • 

Finally let M' = (M{,. . ., Mi^^) 
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4.) Calculate the signature 5 of M by: 

S = F'\M') 

== L^^o(PoF~^ O^-'^OL^\M'). (2.34) 

The pair {M,S) represents the message M with signature S. 

Signature Verification 

Given the message-signature pair (M, S), we can verify the signature 
by executing the following steps: 

1.) Signature verification begins in the same way as the generation. 
Compute 

Ml = SHA-l(M), 

M2 = SHA-l(Ml) 

V = M l | | ( M 2 i , . . . , M 2 2 2 ) = ( V i , . . . , y i 8 2 ) . 

2.) Let 

Ni=^r\Vu...,Vr) 
N^ = i^-\Vs,...,Vi^) 

N^6 = ^~\Vn6,---,V,s2) 

andN' = {N{,...,N^^). 

3.) If N' = F~ {S), then accept the signature S as valid; otherwise reject 
S. 

It is clear that in order to forge a signature for the message M, we 
need to be able to find a single pre-image of N' under F"; i.e., find one 
solution (not necessarily all solutions) to a system of 26 equations in 
37 variables. Here the secret key A is also very important in terms of 
security [Okeya et al., 2005]. Even if only this secret key A is leaked, 
one can defeat the system easily by using it to find the missing (Minus) 
polynomials. Finally, it is not hard to see that in the case of Matsumoto-
Imai, the Minus method eliminates the possibility of the linearization 
equations attack. 

As was previously mentioned, the Minus method is only suitable for 
signature schemes, where we need to find only a single element in the 
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pre-image (as opposed to a unique pre-image required for encryption). 
The "Plus" method is one way in which we can modify a Minus scheme 
for use in encryption. 

The Plus Method 
The Plus method amounts to adding a few, say .s, randomly chosen 

polynomial components to a given multivariate scheme, and then mixing 
them into the public key through an invertible affine transformation. 
Clearly the degree of the Plus polynomials should be chosen to be the 
same as the underlying scheme. For example, let us suppose that F : 
k" —> fc' is a mapping associated with some multivariate scheme. We 
append the s randomly chosen polynomials Pi, • • •,Ps G k[xi,..., Xn] to 
create a new map F~^ : fc" —> k^~^^ defined by 

F+ = L-io{J^,...Ji,Pi,...,Ps), (2.35) 

where L3 : kf-^^ —> k}'^^ in an invertible affine transformation that 
mixes the Plus polynomials into the system. 

We would like to point out that originally the main purpose of the 
Plus method was not to improve the security of the original scheme 
associated with F, but rather to make the map F, which is not injec-
tive, into an injective map, so that it can be used for encryption. In 
other words, if F''^{y'i,.. -^y'l) has multiple elements {q^, in the case of 
Matsumoto-Imai-Minus), then the Plus polynomials can be used to re­
duce the number of pre-images to a single element if s is big enough. 
Equivalently, the Plus polynomials can help to differentiate which is the 
real plaintext from a set of possible candidates. From a mathematical 
point view, the Plus is a simple method to make a map M, which is 
not injective, into an injective map M"*" by adding more components (an 
embedding map). Roughly speaking, each additional Plus polynomial 
will reduce the probability of having multiple pre-images by a factor of 

q-
The Plus method does not improve the security of the Matsumoto-

Imai public key cryptosystems when it is applied directly. It does nothing 
substantial to help in resisting the linearization equation attacks. The 
linearization equations are still there unlike in the case of the Minus 
method when there are not enough of them. 

As an example of combining both the Plus and Minus methods, we 
now present the Matsumoto-Imai-Plus-Minus public key cryptosystem. 
Let F : A;" —> k"' be a polynomial mapping whose components 

i l l • • • ! /n. G k\xi, . . . , Xn\ 
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form the public key of a Matsumoto-Imai public key cryptosystem. 
Delete the last r polynomials, add s randomly chosen degree two poly­
nomials pi,... ,ps G k[xi,... ,Xn], and define the map F"^ : /c" —> A;"* 

by 
F ± = L3 o ( / i , . . . , / „ _ , , P i , . . . ,p ,) = ( / ± , . . . , / ± ) , (2.36) 

where r < s, m — n — r + s and L3 : k^ —> k™" is an invertible 
afhne transformation. The Matsumoto-Imai-Plus-Minus scheme has the 
following structure. 

Publ ic K e y 

1.) The field k including its additive and multiplicative structure; 

2.) The m = n—r-|-s degree two polynomials/j ,..., f^ G k[xi,.. .,Xn]-

Private K e y 

1.) The degree two polynomials pi,... ,Ps e k[x 

2.) The three invertible afRne transformations Li , L2, and L3. 

Encryption 

Given a plaintext ( x j , . . . , x^) G /;", calculate ( y j , . . . , j /^ ) G /c*" with 
the public polynomials: 

{y[,...,y'J=F^{x[,...,x'J. 

Decrypt ion 

To decrypt a message we execute the following steps: 

1.) Calcula te {zi, . . . , Zn-r+s) = L^^{y'i, • • .,y'n-.r+s)-

2.) For each w = {wi,..., Wr) G k'^, compute 

tw = (^1, • • •,tn) = F''^{zi,. ..,Zn-r,Wi, . ..,Wr), 

and define T = {{w, tyj) \ w € k^}. 

3.) For each [w, t^) G T, check if 

holds for all i = 1 , . . . , s. Keep each tw that satisfy this criteria 
and discard the rest. If s is large enough, we should have only one 
element left, the plaintext {x[,..., x'^). 

Here the Plus method also serves the purpose of improving the security 
once the map L3 is applied, since after the random polynomials are 
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mixed into the system we cannot tell which are the original polynomials 
from the Matsumoto-Imai cryptosystem. This at least will make it too 
difficult to use any method that can be applied to the Matsumoto-Imai-
Minus cryptosystems directly. 

2.6 The Security of the Matsumoto-Imai Variants 
Before using either the Plus or Minus method, we must decide how 

large (or small) the Plus and Minus should be. For security reasons we 
should not delete too few polynomials (r should not be too small), and for 
efficiency reasons we should not add too many polynomials (s should not 
be too big). The resulting problem of how to choose r and s optimally 
is not completely settled, though there are some results [Patarin et al., 
1998], etc. In this section we will concentrate on the security analysis of 
the Minus variant of Matsumoto-Imai. 

Cryptanalysis of Sfiash^^ 
Recall that for Sflash'"^ the field k is chosen to be GF(2), and in 

particular k = GF{2)[x]/{x'^ + x + 1). The extension field K is chosen 
to be k[x]/r(x), wliere r{x) = x^"^ + x^"^ + x^^ + x? + 1 is irreducible in 
fc[x], and we know that n = 37, 9 = 11 and r = 11. The two secret 
maps Li, L2 : fc" —> /c" are specially chosen in that they are taken from 
a small subset of invertible affine transformations on fc" whose matrix 
representations have entries only from the subfield GF{2). 

Although we can use Sflash to sign documents from k"^^, it is not 
hard to see that due to the special choice of r (x) , L\ and ^2; the 
public signature verification polynomials all lie in the polynomial ring 
GF{2)[xi,.. .,X37]. This reduces the required memory by a factor of 
seven from what it otherwise would be. On the other hand, it is straight­
forward to check that the public polynomial components obtained by 
taking q' = 2,n' = n = 37 and 9' = 3 (so that the fields are k' = GF{2) 
and K' = GF(2^^)) will yield exactly those of F. This is because 

3 = 7 X 11 mod 37. 

Furthermore, if we delete r' = r = 11 polynomials, we have a version of 
Sflash that is much easier to attack. The strategy of Gilbert and Minier 
[Gilbert and Minier, 2002] is to find the GF(2)-linear span of the deleted 
polynomials of this "smaller" version of Sflash. Any subset of eleven 
linearly independent polynomials from this span can be used with the 
original public polynomials to calculate signatures in the original Sflash 
signature scheme. 

We may now think of F" as a Matsumoto-Imai map from GF{2^'^) 
to GF{2'^^). Since GF(2^^) is a relatively small finite field, we can use 
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brute force to the invert the map F~ over GF(237). In other words, for 
every Y~ G GF{2'^^) we can efficiently compute the set 

Uy^ ={Xe GF{2^^) I F'iX) = Y-}, 

whicli can be stored for later use during the attack. 
The strategy of the attack is to find r additional quadratic polynomials 

qi,. . .jQj. oi the form 

n i — 1 n 

^ A i X „ (2.37) 
i—1 J—1 i=^l 

where aiji, /3ii € GF{2), which together with the n~ r public quadratic 
polynomials from F" will span the same linear space as all of the com­
ponents of F except for some constant shift. This gives us an equivalent 
Matsumoto-Imai polynomial mapping F' that can then be subjected to 
the linearization attack by Patarin. For a given message we cannot use 
F' to produce the exact same signature as we would obtain by using F. 
However, since the span of the components of F' is the same as the span 
of the components of F, we can nevertheless produce valid signatures. 
In other words, if the legitimate user computes S as the signature of 
M, then at the end of this attack we will be able to compute S' such 
that F~(S) = F'~{S'), and therefore can make a successful forgery of 
the legitimate signature. 

The key step in the attack is the characterization of the coefRcients 
of the qi{xi,..., x„) by using the fact that F is an invertible map and 
therefore one-to-one. This allows us to reduce the possible candidates for 
qi{xi,..., Xn) from the space of all quadratic functions with coefficients 
in GF(2) (a space with dimension n{n — l ) / 2 -|- n = 703) to a much 
smaller space of dimension 4 x 37 = 148. Though this space is still 
much too large, once we get to this point we will be able to reduce the 
dimension further to solve our problem. 

The First Step of the Attack 

We begin by noting that F is one-to-one, and therefore for each Y~ = 
(yii--•52/26) G GF{2'^^), the set Uy- will have exactly 2^^ elements. 
Moreover, for each qi of the form in (2.37) we must have 

J2 « W = 0, (2.38) 

for I = 1 , . . . , 11. This also follows from the injectivity of F, which im­
plies that exactly half of the elements X G Uy- are such that qi{X) = 0, 
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while the other half are such that qi{X) — 1. Therefore, each Uy- pro­
vides one linear equation in the 703 coefficients of the quadratic func­
tion qi- Generating Uy for each Y~ can be done by simply calculating 
F~{X) for each of the 2^^ elements X G K'. 

According to Gilbert and Minier, it is often only necessary to compute 
Uy for A'' = 1000 (a little more than 703) different Y~. In any case, the 
N sets Uy~ can be used to obtain an N x 703 matrix with coefficients 
in GF{2), whose kernel can be computed. This kernel, which we denote 
Q, has dimension 37 x 4 = 148, and contains the GF(2)-vector space 
spanned by the 26 public polynomials and the 11 deleted polynomials 
(without constant terms). We now explain the appearance of spurious 
polynomials, polynomials not in the span of the components of F. Before 
we do this, we first need to say a few words about discrete derivatives. 

Discrete Derivatives 

We consider only the case of a finite field of characteristic two. Let V 
be a vector space and let g be any function from V to V. The derivative 
of g with respect to the vector D G F is then defined to be: 

dv{9{x)) = g{x) + g{x + v). 

More generally, \iW = {vi,..., Vm} is a subset of vectors in V, then 
the derivative of g with respect to the set of vectors W is defined to be: 

dwigix)) = dy, {dy^ (• • • {dy^{g{x))) •••)) 

= Yl 9{x + w), 
wew 

where W is the set of all linear combinations aiVi + • • • + amV-m with 
« ! , . . . ,am, e {0,1}. 

Now suppose W is an m-dimensional subspace of V, and that W has 
basis B = {vi,..., I'm}. Then we define the derivative of g with respect 
to the vector space W as just dB{g{x)), though we will abuse notation 
and write dw{g{x)). We note that if F is a Gi^(2)-vector space, then 

dw{g{x))= ^ g{x + w). 
wew 

Finally, let A be an affine set of dimension m, so that A = v + W for 
some vector v GV and m-dimensional subspace W. Then the derivative 
off? with respect to the affine set A is defined to be dB{g{x + v)), where 
B is any basis of the subspace W. As before, we will abuse notation and 
write dAigix)). If I^ is a GF(2)-vector space, then 

dA{9{x))= ' ^ g{x + v + w). 
wew 
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The following two results about the discrete derivative will be partic­
ularly useful when the vector space has an additional ring structure. 

Lemma 2.6.1. Suppose K is a degree n field extension of GF{2), let 
g{x) be a nonzero polynomial in K[x\, and pick any a G K. Then the 
Hamming weight degree of da{g{x)) is strictly less than the Hamming 
weight degree of g{x). 

Proof. Since the discrete derivative is clearly additive, it suffices to con­
sider the case of g{x) = x^ for I > 0. Suppose that there are m nonzero 
terms in the binary expansion of /: 

; = 2'i -|-2'2 + . . . + 2*'". 

Then 

daigix)) = 9{x) + g{x + a) 

= X 

= X 

= X 

= X 

= X 

+ {x+ay 

+ {x + af'+^''+-+^'"'-

+ ix + af {x + af •••{x + af"-

+ {x''''+a'''){x^''+a^'')---{x''"'+a^ 

+ x -H lower weight terms 

= 2x' + lower weight terms 

= 0 -F lower weight terms, 

where the last equality holds since the characteristic of K is two. • 

Corollary 2.6.1. Suppose K is a degree n field extension of GF{2), 
and let (f) : K —> GF(2)^ be the usual identification. Pick g{x) G K[x] 
of Hamming weight degree d. If A is any m-dimensional affine set in 
GF(2)" with d<m, then 

9<p~i(A){9) = 0. 

Proof. The proof follows directly from the previous lemma. • 

Spurious Polynomials 

Fix y - = (y^ , . . . , y^g) and let 

VY~ = {(2/1,.. .,2/37) e GFi2f' I (2/1,.. .,2/26) = y-}, 

an affine subset of GF{2)^'^. Let Y be any element in Vy- and suppose 
X = (x' l , . . ., Xn) satisfies F{X) =Y= {yi,. . ., y„). If qi is in the span 
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of the components of F (i.e., qi = YL7=i '^ifi)' then we must have that 

n 

qi{xi,.. . ,x„) = qi{F~^{yi,. ..,yn)) == ̂ a ^ J / i , (2.39) 

where the second equahty comes from the fact that 

Vi = fi{F^\yi,...,y„)), 

for i = 1 , . . . , n. In this way we can associate with (?;(xi , . . . , Xn) a new 
function 

Qiivi,---, Vn) = m° F"^ {yi,---,yn)-
With this shift in perspective we have 

^ qi{xi,...,Xn)= ^ qi{yi,---,yn)- (2.40) 
xe[/y._ YeVy-

Since Vy- is an affine subset in GFiij^"^, the sum Ylx<^u „ ^K^-'ii • • • j ^'n) 
is now realized as a (discrete) derivative of the function qi{yii • . -jyn), 
which is itself a linear function in the yi,. . .,yn, provided that qi — 

Therefore, an equation of the form of (2.38) will be satisfied by any 
total degree two polynomial q{xi,..., Xn) such that q{yi,..., y^) = q o 
F"^ {yi,..., y-n) can be expressed as a polynomial of total degree at most 
10 in the yi,..., y^- Let us now explore how such functions occur. 

Let Fi-.K' —> K' be defined by 

Fi{X) = X^'+\ 

for i = 0 , . . . , 36, and let Fj : A;" —> k"" be defined by 

Fi ^ (j) o Fi o (f)-^ o L2 = Uil, •••Jin), 

deviating slightly from the usual notation. Clearly F is F3. 
Take Y = F{X) = Li o F^{X). Then F?,{X) = L~^{Y). Also, 

F^^{X) = X\ where t = {2^ + l)'^ mod (2^7 - 1). Therefore, if any 
quadratic polynomial q{X) (with total degree two in the components 
xi,.. .,Xn of X) is equal to a linear combination of the components of 
some Fi{X) — {fn,..., fin), then q can be expressed as a linear combi­
nation of the quadratic terms of the 37 GF(2)-components of F, o F~^. 
To see why this is true, consider the following. Assume 

n 

QyXi, . . . , Xn) = / ^ ^jjij 1 
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and take 
n 

L{xi, . . . , Xn) = 2_^ ^j-^j-

i=i 

We then clearly have 
q{xi,. ..,Xn) = Lo Fi, 

and thus, 

?(X)= Y. 'Kn E 

Z^ 
qoF-\Y) 

= J2 LoF,oF-\Y) 
YdVy-

= J ] L o < / , o F i o F - i o 0 - i o L - i ( y ) , 

the degree of the last expression in the components oiY = [yi,..., y„) 
being bounded above by the Hamming weight of the degree of Fi o F"^, 
which is t(2* + 1) mod [2^'^ - 1). 

One can easily compute di = t{T + 1) mod (2 '̂̂  — 1) for i = 0 , . . . , 36 
and find that there are exactly four values of i such that the Hamming 
weight Wi of di is at most 10. In particular, we find that; 

4 = 1 = (1)2 = » '̂ -3 = 1 

dg = 57 = (111001)2 = ^ -wg = 4 

dis = 3641 = (111000111001)2 = ^ 1̂ 15 = 7 

d2i = 233017= (111000111000111001)2 = » W21 = 10 

and thus the components of ^3,^9,^15, and F21 can all be expressed 
as functions of degree at most 10 in the components of Y. Therefore 
any linear combination of these 4 x 37 = 148 polynomials will satisfy an 
equations of the form in (2.38). 

T h e Second S t e p of t h e A t t a c k 

We must now further characterize the coefficients of the desired qi{x). 
We will use the public knowledge we know about F to express additional 
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conditions we can use to determine the qi{x) completely. Computer ex­
periments confirm that these additional conditions do indeed determine 
the qi{x). 

Choose a basis for Q using Gaussian elimination, say {^i,..., qus}-
We need a condition on the 7̂  such that q = Yllilii^) must belong to 
the space spanned by / i , . . . , / „ . 

Let q{xi,..., Xn) G Q. From the condition imposed by (2.38) on q, we 
see that the total degree of q{yi, • • •, Vn) cannot be more than 10, and 
that if q{xi,..., .x„) belongs to the space spanned by f\,..., / „ then the 
total degree of q{yi,... ,yn) is 1, as we have seen from (2.39). Thus, 
if q{xi,.. . ,x„) is indeed in the space spanned by / i , . . . , / „ , then for 
i = 1 , . . . , 148, the derivative with respect to any 12-dimensional afhne 
set A of Qiq (whose degree is at most 10 + 1 = 11) will be zero. On 
the other hand, if (?(xi , . . . , x„) does not belong to the space spanned by 
/ i , . . . , / „ , then the degree of qiq is expected to be at least 10 + 4 = 14, 
due to the fact that the Hamming weig ht of t(2' + 1) mod (2^7 - 1) for 
i = 9,15, 21 are of weight 4, 7,10, respectively. Therefore we do not 
expect that the derivative of qiq will be zero. We are now ready to 
formulate the desired conditions on the 7^. 

Let Y = (y i , . . .,2/25) G GF(2)^^, and let us denote by Vy— the 
afhne subset of GF{2f'^ 

VY-~ = {(2/1, . . . , 2/37) e GF(2)37 I (2/1 , . . . , ^25) = y~-]-

With this notation we have 

E uy)q{y) = Q-

For each Y— = (m, • • • ,2/25), define Y^ = (2/1, . . . ,^25,0) and Yf = 
(j/ii ••-12/2511), and let U{Y ) = Uy-- UUy-- The above equation 
gives rise to a linear equation in the 148 unknown GF(2)-coefRcients 7, 
of q in the form: 

148 

X; Y.^MX)qiX) = 0. (2.41) 
xeu{Y—) i=i 

In their computer experiments, Gilbert and Minier actually needed to 
use only two arbitrary quadratic polynomials, qi and ^2, which allowed 
them to collect A*" = 200 (a little more than 148 equations) to obtain a 
solution space of dimension exactly 37. This completes step two of the 
attack. 

Once this is done we have the space spanned by / j . After picking 
a basis for this much smaller space, we use the linearization attack to 
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invert the Sflash public polynomials for any given image. This allows us 
to forge signatures. 

Complexi ty 

The most complex calculation required by the attack above is the 
exhaustive computation of the 2^^ values of the public function F~, 
which is needed to obtain the (at most) N + 2N' sets of 2^^ pre-images 
required for the computations of the attack. The computations of Step 
1 are the derivation of the N = 1000 linear equations in 703 variables 
and the Gaussian elimination of the resulting A'' x 703 system, so the 
complexity of Step 1 is bounded above by N x 703 x 2^^ + N^/3 < 2^2. 
Similarly, the complexity of the derivation of the N' linear equations 
in 148 variables and the Gaussian elimination of the resulting N' x 148 
system in Step 2 is bounded above by 2"^"^. These are far lower than 
2^^ computations of the Sflash"^ public functions. We also note that 
the complexity of the linearization attack is about 2^^ computations. 
Therefore the complexity of the entire attack is bounded above by 2^^. 

The attack presented above is based on the fact that the Sflash'"^ 
public function over k'^'^ induces a restricted function over the much 
smaller vector space GF(2)'^^. This attack does not seem to be applicable 
to more conservative instances of the Matsumoto-Imai-Minus scheme, 
such as Sflash''^, since a much more efficient method would then have 
to be found to determine each set of q'^ preimages under F~. In this 
case q'^ — (2 )̂̂ "^ = 2^^, which makes the brute force search for the set of 
pre-images by Gilbert and Minier above impossible. 

Other Attacks on Mi-Minus 
In [Patarin et al., 1998], a general attack on the Matsumoto-Imai-

Minus family was presented. This attack is essentially a differential type 
of attack where one uses the fact that F is an invertible map. The 
starting point is to use the so-called polar form of F given by 

Q{X, T) = F{X + r ) - F{X) - F{T), 

which in this case is related to bilinear forms of the polynomials com­
ponents oi F. If we fix X to be a constant, then the equation above 
becomes linear in T. This method utilizes the fact that the public key 
polynomials come from a set of permutation polynomials, which allows 
us to use the general theory about permutation polynomials and the idea 
of orthogonal systems of equations [Lidl and Niederreiter, 1997]. Then 
we may look for a a value X such that solution space is of maximum 
dimension. The basic idea is to use this solution space to find a way to 
recover the lost (Minus) polynomials and then use again the linearization 
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equations to break the system. From this we can see that this attack 
in essence is closely related to the attack by Gilbert and Minier above. 
We will omit the details of the attack here and refer the readers to the 
original paper [Patarin et al., 1998]. 

It is shown that such an attack should have complexity of 0{q^), 
and therefore it is suggested that q^ should be at least 2^^ in order to 
guarantee security against this attack. This attack is also very closely 
related to the differential attack [Fouque et al., 2005] on PMI [Ding, 
2004a], which will be discussed later. 

We beheve that the new attack on MI in Section 2.4 can also be 
directly extended to attack the Mi-Minus cryptosystem, especially when 
the Minus number r is small. 

Security of MI-Plus-Minus 
We believe that the security of MI-Plus-Minus is also still open, since 

it should be a much harder problem to attack MI-Plus-Minus than Mi-
Minus in general. Moreover, there is also a problem of how big the 
Plus can be before additional security concerns arise. In [Patarin et al., 
1998], some attacks were suggested for MI-Plus-Minus that are actually 
prototypes of the XL-family of algorithms. We will leave the details of 
this discussion for the chapter on general methods for solving systems 
of polynomial equations. 

Related work 
First we like to point out that the Matsumoto-Imai cryptosystems 

we talk about in this chapter should not be confused with some of their 
other cryptosystems from 1983 [Matsumoto and Imai, 1983]. These were 
broken in 1984 [Delsarte et al., 1985] and are very different systems from 
what we study here. 

The original ideas of the Matsumoto-Imai cryptosystems were first 
presented in [Imai and Matsumoto, 1985]. In the 1988 paper, two fam­
ilies of systems are discussed. The other one is the so-called Hidden 
Matrix (HM) scheme, where the key map uses matrix multiplications, 
and in particular the square of a matrix. These schemes were defeated by 
using the same method of linearization equations [Patarin et al., 1998]. 
In the 1985 paper [Imai and Matsumoto, 1985], there is also another 
scheme called the "B" scheme, and it was broken in 2001 [Youssef and 
Gong, 2001] using statistical methods. 

In the process of developing a new differential method to attack PMI 
[Ding, 2004a], Fouque, Granboulan, and Stern also found a new differ­
ential attack to break the MI [Fouque et al., 2005]. 
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Prom [Felke, 2005], we also see that the Hnearization attack was inde­
pendently discovered by Dobbertin at the German Information Security 
Agency in 1993. 



Chapter 3 

OIL-VINEGAR SIGNATURE SCHEMES 

One can see from the previous chapter that the generahzation and 
extension of the Matsumoto-Imai cryptosystem has played a critical role 
in the recent rapid development of multivariate public key cryptosys-
tems. Though defeated, we have not yet come to the end of the story of 
the Matsumoto-Imai cryptosystem. Surprisingly, Patarin started quite 
a different approach to the constructions of public key signature schemes 
by converting the linearization equation attack on the MI into the Oil-
Vinegar public key signature schemes. Using an attack method to inspire 
a new scheme is unprecedented. It is indeed a surprise, but the connec­
tion of Oil-Vinegar construction with the linearization attack is very 
natural if one just takes a quick look at the basic ideas. 

The Oil-Vinegar schemes can be grouped into three families: balanced 
Oil-Vinegar [Patarin, 1997], unbalanced Oil-Vinegar [Kipnis et al., 1999] 
and Rainbow, a multilayer construction using unbalanced Oil-Vinegar at 
each layer [Ding and Schmidt, 2005b]. Signature schemes from the first 
two families have been shown to possess security risks. The Rainbow 
scheme is a very efficient public key signature scheme with a very high 
security level. The Rainbow schemes are also closely related to the TTS 
and TRMC signature schemes in Chapter 6, which are derived by a very 
different method. 

This chapter is arranged as follows. In the first section, we present the 
concepts and construction of the basic Oil-Vinegar signature schemes, 
encompassing both the balanced and unbalanced families of Oil-Vinegar. 
We then present the known attacks on the balanced and unbalanced Oil-
Vinegar schemes, which include the Kipnis-Shamir attack on balanced 
Oil-Vinegar using the method of invariant subspaces, and the Kipnis-
Patarin-Goubin attack on unbalanced Oil-Vinegar schemes, a general-
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ization of the Kipiiis-Shamir attack. We follow the general cryptanalysis 
with a practical example of the unbalanced Oil-Vinegar scheme, includ­
ing its security and efficiency analysis. Finally we present Rainbow, its 
security and efficiency analysis, and a practical example. 

3.1 The Basic Oil-Vinegar Signature Scheme 
The basic building block of the Oil-Vinegar scheme is the Oil-Vinegar 

polynomial. Oil-Vinegar polynomials are quadratic polynomials in which 
Oil variables can only appear linearly. After fixing values for all Vinegar 
variables, the quadratic Oil-Vinegar polynomial becomes linear in the 
Oil variables. With a set of (not too many) Oil-Vinegar polynomials we 
can then solve for the Oil variables and produce a signature. 

Let k be a finite field with q elements. The variables xi,.. .,Xo will 
be called the Oil variables, and the variables Xi,.. .,Xy will be called the 
Vinegar variables. Let n = o + v. 

Defini t ion 3 .1 .1 . An Oil-Vinegar polynomial is any total degree two 
polynomial f e k[xi, . . ., XQ, .XJ, . . ., x^] of the form 

O V V V O V 

i=l j=l i—1 j= l i=l j = l 

where aij, bij, Ci,dj,e G k. 

The name for Oil-Vinegar polynomials comes from the fact that Oil-
Vinegar variables are not fully mixed in the quadratic terms; i.e., there 
are no terms of the form XiXj. 

Defini t ion 3.1.2. Let F : k^ —> k° he a polynomial map of the form 

r ( x i , . . . , XQ, XI, . . . , Xy) = [ji,..., Jo), 

where the fi, • • •, fo G k[xi,... Oil- Vinegar polyno­
mials. Then F is called an Oil-Vinegar map. 

Note the similarity of the above formula with the linearization equa­
tions. The linearization equations are in some sense Oil-Vinegar poly­
nomials as well, where the ciphertext components can be viewed as the 
Vinegar variables and the plaintext components can be viewed as Oil 
variables, or vice versa, because there are no cross terms among either 
the plaintext components or the ciphertext components. 

The key property of the Oil-Vinegar map F is the following. If 
the coefficients of F are chosen randomly, then given a fixed vector 
( j / j , . . . , '(/o) G k° we can "invert" F by randomly choosing [x'l,..., x'^) G 
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k'" to give the values of the Vinegar variables and solving the resulting 
system of linear equations in the Oil variables given by 

F{xi,...,Xo,x^,...,x^) = {y[,...,y'„). 

Though the system of equations may not have a solution, the probability 
that it will have a solution is roughly 1 — q^^, essentially the same as 
the probability that a randomly chosen o x o matrix with entries in 
k is invertible. If the system has no solution, then a different choice 
for the values of the Vinegar variables can be tried. This process may 
be repeated a few times as necessary, but for reasonably large q and 
relatively much smaller n, the probability of success on the first attempt 
should be nearly one. 

Remark 3.1 .1 . The algorithm to find a pre-image of {y[,...,y'^) works 
just like the linearization equations attack on the Matsumoto-Imai cryp-
tosystem; that is, if we guess (or if we are given) the values of certain 
variables, the quadratic equations become linear and therefore easy to 
solve. 

Fix {y[,. .. ,y'g) G k° and let ( x j , . . . , x ^ ) G k^ represent a choice 
of values for the Vinegar variables such that there exists {x'l,..., x^) 
satisfying 

F ( x ^ , . . . , XQ, X J , . . . , x„ ) = ( ' ( / j , . . . , y^). 

We define the inverse oi {y[,..., y'^) under F with respect to {x\,..., x'^) 
by 

F - i ( 2 / i , . . . , y ; ) = ( x ; , . . . , x ; ) . 

Although the notation F~^{y[,..., y^) docs not reflect the fact that the 
value depends on the choice of ( x j , . . . , x^) G k'", we shall only be con­
cerned with whether or not F~^{y[,.. .,y'o) exists for a given choice of 

To construct an Oil-Vinegar signature scheme, we must first choose 
an Oil-Vinegar map F. Like the other constructions we have seen before, 
we then "hide" the Oil-Vinegar map by composing F with an invertible 
affine map L : fc" —> fc" of the form 

\X\^ . . . , XQ, Xi , . . . , X^J = i-ẑ ^Zi, . . . , Z^j. 

The composition generates the quadratic map F : A;" —> k° defined by 

F = FoL = {h,...Jo). 

Note that since the coefficients of the Oil-Vinegar map F are chosen at 
random, there is no need to compose on the left by an invertible afiine 
transformation as was done with the Matsumoto-Imai constructions. 

We are now ready to describe the basic Oil-Vinegar signature scheme. 
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Publ ic key 

The public key consists of the following items. 

1.) The field k, including the additive and multiplicative structure; 

2.) The map F = F o L, or equivalently, its components 

Private Information 

The private key consists of the following items. 

1.) The invertible affine transformation L : fc" —> fc"; 

2.) The Oil-Vinegar map F, or equivalently, its components 

Jit • • • J Jo ^ k[xi,..., XQ., xi,..., Xi,\. 

Signature Generation 

Let {y'n • • -JI/'O) S k" be the document to be signed. First the signer 
computes 

ix'„...,x'J = F-\y'„...,y'J, 
for some random choice of {x[,..., x'^) € k". Recall that this amounts 
to solving the linear system 

t [Xi, . . . , XQ, XJ, . . . , Xyj = (yi, . • . , Vo)-

The signer then computes the signature of (y^ , . . . , j/^) as 

( ^ 1 ) • • • ; ^n) """ -^ ( s - ' i , • • • , X^ o ' - ^ 1 ' • • • ' •^v)-

Signature Verification 

To verify that ( ^ j , . . . , 2;̂ ) is indeed a valid signature for the message 
(^2,...,y'g), the recipient determines whether or not 

F{z[,...,z'^) = {y[,...,y',). 

A Toy Example 

Wc will again use the finite field k = GF(2^) for which addition and 
multiplication were given in Table 2.1. The example will be a balanced 
(o = v) Oil-Vinegar signature scheme with o = u = 3 so that n = 6. 

Let X = (.Tj, 0:2, X3, i i , X2, xs)'^ be the vector for the Oil-Vinegar vari­
ables. With these variables we choose the following Oil-Vinegar polyno­
mials: 

/ i = xixi + a^xiX2 + c?x\x-i -\- X2X\ + 0.X1X2 + X2X3 + o?X'iXx 

4- cx-X'iXi + 0^X3X3 -F ax\x-i -F c?±^ + ±2*3 + x\. 
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/2 = axiX2 + a x i ^ s + X2X1 + a^ 2:2X2 + o:x2X3 + ax-sxi + X3X2 

+ a xsxs + x^ + axiX2 ±1X3 + i;3, 

/s = ax ix i + axiX2 + X2X1 + X2X3 + 0^X3X1 + X3X2 + 0^x3X3 

+ a X1X2 + X1X3 + X2X3 + 01X3. 

When these functions are written in bihnear form fi = x^Qix for 
i = 1,2,3 a possible choice for the matrices Qi is an upper triangular 
form: 

Qi 

Q2 

and 

(^ 
0 
0 
0 
0 

Vo 
/o 
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0 
0 
0 

Vo 

/o 
0 
0 
0 
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Q3 = 

For simplicity, we will choose L to be the invertible linear transfor­
mation given in matrix form by 

x = L z 

where x was given above, z = (21, Z2, Z3, Z4, z^, z^)'^, and 

/ I 
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a2 
a2 
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The public polynomials can then be computed via 

/i = z ^ Q , z = z ^ ( L ^ Q i L ) z 

for i = 1, 2, 3 and they are: 

/ i = zl + o?zxZ2 + azizs + z\Zi=, + az\ + 2:223 + az2Zi, + 2225 

+ C?Z2Z^s + C^Z'iZ^ + Z'iZ^, 

h = zj + Z1Z2 + a^zizs + Z1Z4 + aziZQ + z^ + O?Z2ZA^ + Z2Z5 

+ aZ2Zi^ + -̂ 3 + 0:̂ 2:3-̂ 4 + 23-̂ 6 + a^4 + -zf + -̂ 6: 

/3 = azj + azxZ2 + 02:12:4 + a^212:5 + 2125 + 22 + a 2225 

+ 0^2324 + 0:̂ 2326 + zf + z^ze + azi + az^z^i + azQ. 

Suppose we want to send the hash value of a document as the message 
M = (mi, m2, ms) = (a, 1, a^) with a signature S = ( s i , . . . , se) such 
that the signature verification process confirms that F{S) = M. To find 
a valid signature, we begin by randomly choosing values for the Vinegar 
variables, say 

{xi,X2,xs) = (Q;^,a^,l). 

Substituting these values into the Oil-Vinegar polynomials yields the 
linear polynomials: 

fi{xi,X2,X3,a^,a^,l) = axi +0^x2 + 0^x3 + a, 

/2(xi,a;2,X3,a^,a^, 1) = a^xi + 0:̂ x2 + ^3 + a^, 

f3{Xl,X2, X3, O?, C?, 1) = aX2 + OLX-i + C?. 

Setting / i (x i , X2, 0:3, o?, a^, 1) = m-j for i = 1, 2, 3, we have the (simpli­
fied) linear system: 

x\ -f- ax2 + oix^ — 0 

x\ -|- X2 -\- axs = a 

2̂ 2 + 2:3 = 0 

which has the solution: 

(xi,X2,a;3) = (0,1,1). 

To check our work, we simply verify that: 

F{0,l,l,a'^,a^,l) = ia,l,a'^). 

Finally, the signature is computed as: 

S = L'^iO,1,1,0^,0^,1) = {a^,l,a,a'^,0,a'^). 
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The signature-message pair (5*, M) can then be sent, and the legiti­
macy of the signature can be verified with the computation: 

F{a^, 1, a, o?, 0, c?) = (a, 1, c?). 

The original applications of Oil-Vinegar signature schemes used a bal­
anced (o = ti) construction. However, any such construction can be de­
feated (thus making forgeries possible), as shown by Kipnis and Shamir 
[Kipnis and Shamir, 1998] using a matrix method related to the bilinear 
forms defined by quadratic polynomials, as detailed below. 

For the unbalanced (o < v) Oil-Vinegar scheme with v not much larger 
than o, a specific attack shown in [Kipnis et al., 1999] has a complexity 
of roughly d^(f'~°~^. This means that if o is not too large (say less 
than 100), we must carefully balance security (by taking f - o to be 
large enough to thwart the attack) with efficiency (taking v — o too large 
results in an inefficient scheme). 

3.2 Cryptanalysis of the Oil-Vinegar schemes 
In this section, we will present a detailed cryptanalysis of the Oil-

Vinegar scheme. 

Definition 3 .2 .1 . Wt define the Oil subspace O in k"' to be 

0=^{{xi,...,Xo,0,...,0)\xie k}, 

and the Vinegar subspace V to be 

V = { ( 0 , . . . , 0, ( x ) i , . . . , (x)^) I lx)i G k}. 

Balanced Oil-Vinegar 
We will start with the method to break the balanced (o = v) case 

[Kipnis and Shamir, 1998]. Here 

n = 0 + V = 2v — 2o. 

The key observation of the attack is that the associated symmetric ma­
trix for the corresponding quadratic form defined by the polynomial 
components of the public key are of a special form. This allows us to 
use its structure to recover another key that is equivalent to the original 
private key for the purpose of producing forgeries of legitimate signa­
tures. 

We first assume that the given field k has odd characteristic. At the 
end of our discussion we will explain the subtle difference for the case of 
characteristic two. 
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Let F : fc" —> k^ be a public Oil-Vinegar signature mapping with 
components fi,---,.fv G k[zi,..., Zn]- The private keys are the Oil-
Vinegar map F : /c" —> k'", and the invertible afhne transformation 
L-.k"" —> k"^. As usual, F = F o L. 

Let z be the n-dimensional column vector 

z = ( 2 : 1 , . . . , 2 ;„)^ , 

and let x be the n-dimensional column vector denoted by 

Let 
X = Lz, 

where L is the n x n matrix for L. Note that we will use the matrix 
notation Lz for the equivalent functional notation L{zi,.. .,Zn) and for 
simplicity, we assume that L is linear. 

Let O and V be the Oil-Vinegar spaces of F, respectively. We shall 
find an invertible linear map L' : fc" —> k"^ such that 

and then compute a new Oil-Vinegar map F' : k^ —> k^ defined by 

F' = Fo{L')-^. 

Since we have 
FoL = F = F'oL', 

the attacker can use the equivalent private keys F', L' to forge signatures. 
For each i = 1 , . . . , v denote the quadratic part of fi{zi,..., Zn) by 

qi{zi,..., Zn)- Since k is not of characteristic two, there exists a unique 
n X n symmetric matrix Qj such that qi{zi,..., Zn) is given by 

Z^QiZ. 

Similarly for each fi{xi,.. .,Xy,xi,...Xy), we denote its quadratic part 
by qi{xi,.. .,Xy,xi,..., Xy). We also have a symmetric nx n matrix Qj 
such that qi[xi,..., x„, x i , . . . , Xy) is given by 

x^QjX 

where Q̂  has the special form 

0 Bii 
^^"VBf, B.2 
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Here 0 is the v x v zero matrix and Bn, 6,2 are v x v matrices. 
Since qi{zi,.. .,Zn) = (?i(xi,.. .,Xy,xi,...,Xy) we have 

z^ Qi z = x^ Qi X 

= ( L z f Qi(Lz) 

= z^(L^Q,L)2, 

Qi = L'^ Qi L, 
hence 

or equivalently 

Since the Qj are all known, we have the following strategy. Find any 
invertible matrix M such that for all i = 1 , . . . , v, we have 

M-Q,M^0: 

simultaneously. Though we may not have M = L~^, the M we shall 
generate can be used to construct an equivalent Oil-Vinegar map that 
will produce valid signatures. There are many matrices M that will do 
the job. In fact, let M' be an invertible nxn matrix with entries in k of 
the form 

,0 *. 

where 0 is the v x v zero matrix. Then M = L^-' M' is such that 

M^ Qi M = (L- i M')'^ Qi (L - i M') = M'"^ Qi M' = ' ° * 

It follows that there is a large class of such matrices, any of which will 
allow the forgery of signatures. 

To simplify the exposition, we assume that the Oil-Vinegar polyno­
mials are homogeneous of degree two. 

L e m m a 3.2 .1 . For any uj, U2 € O 

uf QiU2 = 0. 

Equivalently, for any wi, W2 G L~^{0) we have 

wf Qi W2 = 0. 

Proof. This follows from the definition of the Oil-Vinegar polynomials, 
since there are no quadratic terms consisting only of Oil variables. D 
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Therefore, the key problem is now to find the hidden Oil space for the 
public key polynomials. To solve this problem we will make use of the 
key fact that O is an invariant subspace of any matrix M with the shape 
as described above. Therefore, we need to find a w-dimensional subspace 
such that any two vectors Ui and U2 satisfy the property uiMjUg = 0 in 
the O space in Lemma 3.2.1, which is the image subspace of O under 
the action of L~^. 

Let Q be the linear subspace of matrices spanned by the Qi and let 
Q be the linear subspace of matrices spanned by the Qj. Because the 
coefficients of each qi are randomly chosen, if we randomly choose an 
element in Q, then the probability of picking a nonsingular matrix is 
roughly 1 — q~^. Let Wi,W2 be two nonsingular elements in Q, and 
let Wi,W2 be the corresponding matrices in Q. From our previous 
considerations it is clear that each of these matrices is of the form 

T T / 0 W,-1 

and has the inverse 

We now define Wjj = W^̂ ^ Wj, which has the form 

Vll Vi2 
22 

where 

^^^- = L 0 V ^ ) •-' (3-1) 

and set 

Vu = (W,^)-iwJi, 

Vi2 = - (W,^)^ 'W,2 W r / W , i + (W,^)-^ W,2, 

V22 = W - i W j i , 

Again, because the coefficients of qi are randomly chosen, we expect to be 
able to generate many matrices Wjj. Our task now has been transformed 
into finding a matrix M such that for all pairs i,j with Wj invertible, we 
have 

simultaneously. 
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Before we move to the next step, we will define the key notion of an 
invariant subspace. 

Definition 3.2.2. Let V be a k-vector space and let H : V —> V he 
a linear transformation on V. A linear subspace S C V is called an 
invariant subspace for H if H{s) & S for all s G S. 

Let H : V —> V be a linear transformation on V and let S C V be 
an invariant subspace for H with basis { s i , . . . , Sm}- This basis can be 
extended to a basis {,si,..., Sm, vi, • • • ,vi} of V. It is then clear that the 
corresponding matrix for H will have the form 

(* * 
0 * 

We note here that finding an invariant subspace is also a standard 
problem in representation theory. An irreducible representation corre­
sponds to the case of a representation space which has no non-trivial 
invariant subspaces. 

The following lemma gives us some very useful facts about the matri­
ces Wi. 

Lemma 3.2.2. Let Wi, Wj : k^ —> fc" be the mappings with associated 
matrices \Ni,\Nj as above. Then 

1.) Wi{0) C V; i.e., Wi maps the Oil subspace into the Vinegar sub-
space; 

2.) IfWr^ exists, then Wr^{V) C O; i.e., Wf^ maps the Vinegar 
subspace into the Oil subspace; 

3.) If H/ri exists, then Wf^ o Wi{0) C O; i.e., O is an invariant 

subspace of W~^ o Wi. 

Assume now that we have a large number of Wjj as defined above. Let 
fl be the linear space spanned by the Wjj. It is clear that all elements 
in fl share the invariant subspace O, which we know from linear algebra 
will give us the desired M. If we have enough W^-, then the invariant 
subspace shared by all elements of Q, should be exactly L~^{0). 

In [Kipnis and Shamir, 1998] two different methods are suggested 
to find invariant subspaces in a general setting. In the first method 
they reduce the problem to solving a set of over-determined quadratic 
equations. This is rather complicated, and we will not discuss it here. 

The second method uses basic linear algebra. Choose Wij and let 
Wjj be the associated mapping on A;". We could analyze the Jordan 
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canonical form to characterize all possible invariant subspaces of \Nij. 
However, this is also too complicated, and is in any case not very useful 
when there are a large number of invariant subspaces. 

Instead we know from (3.1) that the characteristic polynomial of Wjj 
is the product of the characteristic polynomials of Vu and V22 each of 
degree v. This follows from the fact that the characteristic polynomial 
is not changed by a similarity transformation. 

Let C(A) be the characteristic polynomial of Wjj. In the approach 
[Kipnis and Shamir, 1998], it is assumed that Vu and V22 are general 
matrices with characteristic polynomials Ci(A) and C^^X). They con­
sider the simplest case, in which 

C(A) = Ci(A)C2(A) 

and Ci(A) and C2(A) are two distinct irreducible polynomials. In this 
case /c" can be decomposed into the direct sum of two irreducible sub-
spaces of the algebra generated by Wjj. (Note that Wj^ and the algebra 
generated by W ĵ share the same invariant subspace.) In this case, these 
two invariant subspaces could be found easily. 

Let Ki be the kernel of Ci(Wij) and let K2 be the kernel of C2(Wjj), 
where we treat Ci{VJij) as a linear mapping on A:". From basic linear 
algebra we know the following facts: 

1.) diraKi + dimK'2 = n; 

2.) KinK2 = {0}, hence fc" = Ki® K2; 

3.) Wi{k'') = K2 and W2{k'') = Kr, 

4.) The only possible invariant subspaces of W^ are {0},Ki,K2, and 
k". 

If the above scenario is true and Wjj has a characteristic polynomial 
that factors into two degree v irreducible polynomials as described above, 
then our problem could be solved in the following way. After calculating 
the characteristic polynomial C(A), we factor it into two distinct irre­
ducible factors Ci(A) and C2(A) of degree v. The invariant subspace we 
seek is either the kernel of Ci(Wjj) or the kernel of C2(Wjj). 

However, we observe that the characteristic polynomial of the matrix 
in (3.1) is always a square, that is 

C i ( A ) - C 2 ( A ) , 
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and we can not factor the characteristic polynomials into two distinctive 
irreducible polynomials. This is clear from (3.1) since 

V 2 2 - W - l W , l , 

W - i ( V n f W a = V22, 

and Vii and V22 must have the same characteristic polynomials. This 
implies from (3.2) that 

-1 _ r> AA _ / O V12 

since Ci(Vii) = Ci(V22) = 0 by the Cayley-Hamilton theorem, but V12 
does not have to be a zero matrix, since C'i(A) may not be the minimal 
polynomial. 

Remark 3.2 .1 . Note that we have to use the standard association of a 
quadratic polynomial with a unique symmetric matrix, but in [Kipnis and 
Shamir, 1998] this point is not emphasized. The symmetric condition is 
critical, otherwise the attack cannot work. An attacker would not know 
how to exactly associate a matrix to a polynomial in the public key with­
out the symmetric condition. In the original attack by Kipnis-Shamir the 
symmetric condition is not used. They state that it is possible to have 
Ci(A) and C2{X) different, but this is not true, when the matrices asso­
ciated with the quadratic form are symmetric. The case of characteristic 
two is even more subtle and it will be explained below. 

When V12 is of rank v, then the kernel of Ci(Wij) is the Oil space. 
This means that the kernel of Wjj will give us the desired subspace, the 
transformed Oil space. 

Let us consider the probability that Ci (A) is an irreducible polynomial 
of degree v. It is known that randomly chosen degree v polynomials with 
coefficients in a finite field are irreducible with probability approximately 
equal to v~^ [Lidl and Niederreiter, 1997]. Since the W^ are randomly 
selected, it is reasonable to assume that the sampling of resulting charac­
teristic polynomials of Vn is approximately random. If this is the case, 
then we expect to find an irreducible Ci(A) after v tries. Of course, the 
characteristic polynomials many not be uniformly distributed, in which 
case we may need to do more (or less) sampling or even fail, in particular 
when q and o = v are small. 

Once we find the common invariant subspace of all the elements in 
O, we establish a new basis e i , . . . , e„ for A;" in which the first v vectors 
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ei,... ,ey form a basis of the invariant subspace. Our choice of basis, 
though not unique, serves the purpose of transforming the pubHc key 
(now including hnear and constant terms) into an Oil-Vinegar map for 
which it is clear which variables are Oil variables and which variables 
are Vinegar variables. This map will have the same subspaces O, but 
it will not in general be the original Oil-Vinegar map F. Consequently, 
attackers can use the same fast algorithm of the legitimate user to gen­
erate forged signatures for arbitrary messages, even though they do not 
have the identical secret key. 

Breaking a balanced Oil-Vinegar scheme requires the following steps. 

1.) For ?: = 1 , . . . , o find the symmetric matrix Qi associated with fi. 

2.) Pick invertible Wi, W2 in fi and compute W12 = \Nj^\N2-

3.) Compute the characteristic polynomial C(A) of W12. If it has only 
quadratic factors write C{X) = Ci(A)^ with Ci(A) square free, then 
go to the next step; otherwise go back to Step 2. 

4.) Calculate Ci(Wi2)- Find a basis for the null space of this matrix 
and extend it to a basis for /c". 

5.) Use this basis to transform the public polynomials into the Oil-
Vinegar form. This equivalent information can be used to forge 
signatures. 

One must notice that this algorithm works under the condition that 
V12 is of rank v and under the condition that Ci (A) is square free. This 
we can not prove to be true in all cases. Nevertheless, in our own com­
puter experiments it seems to work most of the time. When a matrix 
has two repeated eigenvalues then it also very likely that the Jordan 
canonical has non-zero terms off the diagonal. Since V12 is related to 
these off the diagonal it gives an intuitive explanation for our findings. 
An irreducible Ci(A) gives the best chance that V12 has rank i). Even 
when Ci(A) has several distinct factors, there is a good chance that V12 
has rank v, except that now each repeated factor in C(A) must give rise 
to off diagonal terms in the Jordan canonical form. 

The method above will definitely not work, if the rank of V12 is lower 
than V. In this case the kernel of Ci(V) will include the entire Oil 
space but also part of the Vinegar space. However as long as the rank 
of V12 is not zero, the problem is easy to deal with since the image 
space of Ci (V) is inside the Oil space. This means that the image space 
of Ci(Wi2) is inside the desired invariant subspace. Thus we can use 
additional randomly chosen W12 to act on this image space to generate 
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more vectors in the desired invariant subspace. Since V is in a blockwise 
triangular form, it preserves the Oil space under this mapping. After 
we have chosen enough W12, all these vectors should span the desired 
invariant subspace. The algorithm is therefore modified as follows: 

1.) For i = 1 , . . . , 0 find the symmetric matrix Qj associated with / j . 

2.) Pick invertible Wi, W2 in O and compute W12 = Wf^W2. 

3.) Compute the characteristic polynomial C(A) of W12 and factor it 
into Ci(A)^. Calculate Ci(\A/i2), if it is not a zero matrix, go to the 
next step; otherwise go back to Step 2. 

4.) Find a basis for the image space of the matrix Ci(Wi2)- Call this 
space T. If T is of dimension v, go to Step 6, otherwise go to the 
next step. 

5.) Repeat this step until the dimension of T is v: Pick another pair of 
invertible Wi,W2, compute W12 = Wj~ W2 and calculate the image 
space of T under the action of this Wi2- Find a basis of the space 
spanned by T and the image space of T under the action of this W12. 
Again call this space T. 

6.) Extend the basis of T to a basis for A:" and use it to transform 
the public polynomials into the Oil-Vinegar form. This equivalent 
information can now be used to forge signatures. 

In this algorithm, the condition that Ci(A) is irreducible is not re­
quired at all, and it works as long as we can find a Ci(A) such that 
C'i(Wi2) is not a zero matrix. Step 5 of the algorithm normally requires 
at most V rounds. 

Cryptanalysis of a Toy Example for Odd Characteristic 

For this example of an attack on a balanced Oil-Vinegar signature 
scheme we are only given that o = 1; = 3, that the finite field is A; = 
GF{7) and that the public polynomials for verifying a signature are: 

/l = 3Xi + 3X1X2 + 2X1X3 + 3X1X6 + 5X2 + 3X2X3 -I-6X2X4 

-I- 5X2.X5 -f- 5X2.'K6 + X3.7;4 + X^X^ + 2xj,X^ -I- 3X4 -I- 8X4X5 

/2 

1- 4X5 + 6X5X6 + 2X6, 

5xiX2 + 2X1X4 -|- 5X1X5 + 6X1X6 + 2X2X3 -1- 6x2x4 

+ 6X2X5 + 5X2X6 + 3x| + 6X3X4 + 2x3X5 + X3X6 + 

+ 6X4X5 + 5X4X6 -l- 5X5 -l- 3X5X6 + 6x6, 
•^4 
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6xj + 2a;ia;2 + 2x1X3 + 5xiX4 + xix^ + SxiXe + 5x22:3 

+ 6x2X4 + 4x2X5 + 6x2X6 + 3x3 + X3X4 + 6x3X5 + X3X6 

+ X4 + X4X6 + 6x | + X5X6 + Xg. 

At first glance these quadratic polynomials appear to be of a general 
nature and it is not obvious that they come from an Oil-Vinegar scheme. 

By writing the given public polynomials as bilinear forms, that is 

f^ QiX, we obtain the following three symmetric matrices: 

Qi 

Q2 

f^ 
5 
1 
0 
0 

V5 
/o 

6 
0 
1 
6 

V 
f^ 

1 
1 
6 
4 

V5 

5 
5 
5 
3 
6 
6 

6 
0 
1 
3 
3 
6 

1 
0 
6 
3 
2 
3 

1 
5 
0 
4 
4 
1 

0 
1 
3 
3 
1 
4 

1 
6 
3 
4 
3 
4 

0 
3 
4 
3 
5 
0 

1 
3 
3 
1 
3 
6 

6 
3 
4 
1 
0 
4 

0 
6 
4 
5 
4 
3 

6 
3 
1 
3 
5 
5 

4 
2 
3 
0 
6 
4 

^\ 
6 
1 
0 
3 

y 
^\ 
6 
4 
6 
5 

6 / 

5 \ 
3 
4 
4 
4 

V 

Q3 

Next we form linear combinations of these matrices until we two non-
singular matrices. Since our computer program selects the linear com­
binations at random we ended up with the following two matrices W^ = 
6Q1 + 2Q2 + 5Q3 and W2 = 5Qi -|- 5Q2 + 4Q3. These two matrices are 
then used to compute 

/ 6 
2 
4 
1 
6 
1 

W 12 W f i W2 = 

V^ 

4 
3 
3 
6 
2 
5 

2 \ 
2 
6 
5 
3 

y 
The characteristic polynomial of this matrix is 

C(A) Â  + 3A^ + 5X^ -F 4A2 + 4A + 1 = (A + lf{X^ + 6X + Qf 
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Since C(A) has only quadratic factors we can use the square root of 
C(A), that is 

Ci(A) - (A + 1) (A2 + 6A + 6) = A^ + 5A + 6 

and evaluate it at the matrix Wi2- We find 

Ci(W 12J 

/ 3 
1 
6 
5 
4 

^4 0 1 0 3 3 / 

6\ 
4 
4 
6 
4 

and that this matrix has rank 3. A basis for the kernel of this matrix are 
the three vectors (1 ,0 ,0 ,1 ,5 ,3)^ , (0 ,1 , 0 ,1,0,0)^ and (0 ,0 ,1 ,6 ,4 ,5)^ . 
Extending this basis to the 6 dimensional space we obtain the transfor­
mation matrix 

(LO 

/ l 0 0 0 0 0 ] \ 
0 
0 
1 
5 

U 

1 
0 
1 
0 
0 

0 
1 
6 
4 
5 

0 
0 
1 
0 
0 

0 
0 
0 
1 
0 

0 
0 
0 
0 
1 

Let us set T =: (L')^i. When we apply this transformation to the matri­
ces Qi we find 

Q ' i = T ^ Q i T = 

Q^ = T^Q2T = 

/o 
0 
0 
0 
6 

\ 5 

f' 
0 
0 
0 
0 

^3 

0 
0 
0 
6 
4 
6 

0 
0 
0 
4 
6 
5 

0 
0 
0 
0 
2 
2 

0 
0 
0 
2 
1 
6 

0 
6 
0 
3 
5 
0 

0 
4 
2 
1 
3 
6 

6 
4 
2 
5 
4 
3 

0 
6 
1 
3 
5 
5 

5 \ 
6 
2 
0 
3 

2 / 

^\ 
5 
6 
6 
5 

V 
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Q3=T'^Q3T = 

/O 0 0 5 4 4^ 
0 0 0 4 2 0 
0 0 0 2 5 0 
5 4 2 1 0 4 
4 2 5 0 6 4 

^4 0 0 4 4 ly 

With / j ' = x^Qi'x for i = 1, 2, 3 we obtain the polynomials: 

f{ = 5X1X2 + Sx'ifs + 5X2X1 + X2X2 + 5X2X3 + 4X3X2 + 4X3X3 

+ 3xi+ 8x1X2 + 4x2 + 6x2X3 + 2x|, 

/2 — 6x1x3 + X2X1 + 5x2X2 + 8x2X3 + 4x3X1 + 2x3X2 + 5x3, 

+ Xi + 6x1X2 + 5x1X3 + 5x2 + 3x2X3 + 6x; 
J . ' j - i - - ^ ^ • ^ ^ -J ^ , 

f^ — 8X1X1 + X1X2 + X1X3 + X2X1 + 4X2X2 + 4X3X1 + 8X3X2 

+ Xi + X1X3 + 6X2 + X2X3 + X3. 

These polynomials are in the format of the Oil-Vinegar polynomials. 
We can use them together with the inverse of the transformation T in 
order to forge a signature to any document in the same way a legitimate 
user would do with the original set of Oil-Vinegar polynomials and the 
corresponding transformation L. 

The Case of Characterist ic T w o 

In the case of characteristic two, the association of the matrix with 
a quadratic polynomial is different. Any polynomial can be written as 
Y17=i Yl^=i'^ij^i^jj with aij = 0 for i > j , or with a matrix A whose 
entries are aij. Since A cannot be symmetric (except when A = 0) then 
the symmetric matrix associated to it is given as 

A^-FA. 

This association is unique and all diagonal entries are zero. The basic 
idea of the attack still works, but Ci (W12) is always a zero matrix and 
it does not matter if Ci(A) is irreducible or not. 

Therefore the algorithm has to be modified. We first factorize Ci(A) 
into products of irreducible factors, and we will look for a distinctive 
linear factor (A — Ai) of multiplicity one. This should occur with a 
reasonably high probability. The eigenspace of the corresponding W12 
is exactly two, and in this eigenspace it must have a vector in the Oil 
space due to the form of V in (3.2). 

This implies that we can find the corresponding eigenspace of W12 for 
the eigenvalue Ai, which is exactly of dimension two, and it must have 
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one vector in the desired invariant subspace. In order to find this vector 
in the desired invariant subspace, we try all g + 1 possible eigenvectors 
in this eigenspace and use a set of additionally randomly chosen W12 to 
act on the chosen vector. One of these vectors will generate the desired 
invariant subspace, the rest of these vectors will generate subspaces of 
dimension larger than v. Note that it is not necessary to consider eigen­
vectors which are proportional to each other, one of them is sufficient. 

The explicit algorithm is: 

1.) For i = 1,.. .,0, find the symmetric matrix Qi associated with / , . 

2.) Pick invertible Wi, W2 in D. and compute W12 = Wf^W2. 

3.) Compute the characteristic polynomial of W12 which has the form 
C(A) = Ci(A)^. Factor Ci(A), and if it has a linear factor A — Aj of 
multiplicity one, go to the next step, otherwise go back to Step 2. 

4.) Find a basis {^1, A2} for the eigenspace of the matrix Ci (W12) with 
eigenvalue Ai. Let the set of all possible eigenvectors be 

S = {Ai+ aA2\fa e k} U {A2}. 

5.) For each s in 5* do 

(a) Denote the space spanned by s by T. 

(b) Repeat the following step at most 2o — 1 times or until the di­
mension of T is greater than o 

(c) Pick a new random pair of invertible Wi, W2 and compute W12 = 
W^^W2. Calculate the image of T under the action of this W12. 
Find a basis of the space spanned by T and Wi2{T). Again 
denote this space T. 

(d) If the dimension of T is o then go to Step 6; otherwise return to 
Step 2. 

6.) Extend the basis of T to a basis for fc" and use it to transform 
the public polynomials into the Oil-Vinegar form. This equivalent 
information can now be used to forge signatures. 

In computer experiments the algorithm typically produces two and 
sometimes even more transformations L'. The reason for it is that several 
different eigenvectors can produce a subspace of dimension 0. Not all 
transformations found by our method will work and it is then necessary 
to determine by trial and error, which is the correct one. 

It is clear that in all the attacks above, we never recover the original 
keys, but an equivalent one. Consequently, any attacker can use the same 



82 MULTIVARIATE PUBLIC KEY CRYPTOSYSTEMS 

fast algorithm as the legitimate signer uses to generate forged signatures 
for arbitrary messages. Finally, we note that this attack can be modified 
to work when v < o. We shall consider the remaining case of f > o in 
the next section. 

Cryptanalysis of the Toy Example for Characteristic Two 

As the attacker we only have access to the public polynomials: 

fi — zf + a^ziZ2 + aziz^ + zize + 0:̂ 2 + ^2^3 + o.Z2Zi + z^zr, 

+ C?Z2Z^ + a^ 232:5 + 2326, 

f2 — Zi + Z\Z2 + a^Zl23 + 2124 + a2i26 + 2 | + a 2224 

+ a2226 + 2I + 01̂ 2324 + 2326 + az\ + 25 + 2I, 

2225 

/ s = laz\ + a2i22 + a2i24 + a^ 212.5 + 2125 + 2^ + Q;^2226 

+ 0:̂ 2324 + a^2326 + 2I + 2426 + az\ + a2526 + az^. 

From these polynomials we form the associated symmetric matrices 

and 

Qi = 

Q2 = 

/o 
c? 
a 
0 
0 

VI 

/o 
1 

0? 
1 
0 

\a 

(0 
a 
0 
a 
a^ 

U 

a2 
0 
1 
a 
1 

a2 

1 
0 
0 

a^ 
1 
a 

a 
0 
0 
0 
0 

a^ 

a 
1 
0 
0 

a2 
1 

a^ 
0 
0 

a2 
0 
1 

0 
0 
0 

a^ 
0 

a2 

0 
a 
0 
0 
0 
0 

1 
a2 
a^ 
0 
0 
0 

a 
0 

a^ 
0 
0 
1 

0 
1 

a2 
0 
0 
0 

0 
1 
0 
0 
0 
0 

a2 
0 
0 
0 
0 
a 

1\ 
Q 2 

1 
0 
0 

0 / 

a\ 
a 
1 
0 
0 
0 / 

1 \ 
a2 
a2 
1 
a 

0 / 

Q3 

Next we choose linear combinations until we have two non singular ma­
trices. A possible choice is Wi = Qi and W2 = Q2 + Qs- With them we 
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compute 

Wi2 = Wr^Wa 

/ O 1 
a a 
a 1 
a2 1 
1 0 

\a 0 

a 
0 
0 
a 
0 

a2 

of this matrix 

1 
0 
0 
0 
a 
a2 

is 

a 
0 
0 
1 
0 

a^ 

(x + l 

0 ^ 
a^ 
a 
a 
1 
« / 

)^(x^ + ax + a 
The eigenvalue A = 1 can be used for our purpose. Two eigenvectors 
spanning the eigenspace are 

A, ( l , 0 , a ^ a , 1,Q;^)^, 

A2 = ( 0 , l , a ^ l , a ^ l f , 

but among the possible eigenvectors from the set 

{Ai,Ai + A2, Ai + aA2, Ai + a^A2,A2} 

we would like to select the one which is in the desired invariant subspace. 
For that purpose we compute additional matrices Wjj. Then we go 
through this list of eigenvectors and look at the dimension of the space 
which the vector and its images under the mapping with W^j span. When 
the dimension of this space exceeds three we know that we do not have 
the correct eigenvector, and we go to the next vector in our list. With 

Ai + a^A2 = il,a'^,l,l,a^,Of 

we find the three dimensional invariant subspace. A basis for this space 
consists of the first three columns of the matrix below, and the last three 
rows are the extension of this basis to the full dimensional space. 

L' = 

With 

/ I 
0 
0 
a 
1 

V 

0 
1 
0 
0 

a2 
a 

0 
0 
1 

a2 
0 
0 

0 
0 
0 
1 
0 
0 

1 
0 
0 
0 
1 
0 

1\ 
0 
0 
0 
0 

V 

(L')-S 
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we can now transform the given public polynomials into another set of 
Oil-Vinegar polynomials 

/{ = xiX'i +ax2Xi+X2X2 +a'^X2X'i +a^x^X2 +x-iX-i, 

/2 = xixi + axiX'i + a X2X\ + X2X2 + 01x2X3 + a X3X1 + X3X3 

+ax\ + ±2 + x | , 

/g = a^XiXi + X1X2 + X1X3 + Q;X2Xl + 0^X2X2 + CtX2X3 + a^XsXj 

-l-X]̂  + X1X3 + ax2 + ax2X3 + axg. 

As attackers we can now use these Oil-Vinegar polynomials together 
with L' to create a forged signature. Assume that we want to create a 
forged signature for the message M' = {m'^^m^., m'g) = (1, a, 1) we would 
proceed in the same way as was done in the previous toy example. With 
an arbitrary set for the vinegar variables, say (.xi, .X2, .X3) = (a, 0, 0), we 
find the signature 

S' = {a , a , 0 , a , Q:,0) . 

If the signature-ra.essage pair (S", Af') is received it must be accepted as 
legitimate since checking it with the public key gives 

F(Q;^, a, 0, o?, a, 0) = (1, a, 1). 

Unbalanced Oil-Vinegar 
Soon after the attack on balanced Oil-Vinegar, Kipnis, Patarin and 

Goubin proposed a modified scheme called the unbalanced Oil-Vinegar 
scheme [Kipnis et al., 1999]. With it they presented the best known at­
tacks and they suggested optimal parameters for practical applications. 

Case: v > o and D ?a o 

The attack in this case is essentially an extension of the attack on the 
balanced case, but v ~ o has to be reasonably small. We use the same 
notation as in the previous section. 

With n = 0 + f, let JS : /c" —> A;" be a linear transformation with 
matrix n x n matrix E of the form 

\E21 E22 

where 0 is the 0x0 zero matrix and E22 is an i; x f matrix. 

Lemma 3.2.3. Let E he as above. Then 

1.) E{(D) is an o-dimensional proper subspace ofV; 
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2.) If E is invertible, then E~^(y) is a v-dimensional subspace of W^ in 
which O is a proper subspace. 

As in the attack on balanced Oil-Vinegar we seek the space L'~^[0), 
which we will denote O. To find this space, we will again use with 
the matrices W^, whose corresponding matrices W^ have the form of E 
given above. Let fi be the span of these matrices. We are looking for a 
common invariant subspace of the elements of O. The following lemma 
says that such a space exists with high probability. 

Lemma 3.2.4. Let J : k} —*• k^ be a randomly chosen invertible k-
linear map such that: 

1.) There exist two subspaces A, B in k} such that the dimension of A 
is V, and the dimension of B is a and B C A; 

2.) J{B) C A. 

Then the probability that J has a nontrivial invariant subspace in B is 
no less than q°~'". 

Proof. The probability that a nonzero vector is mapped to a nonzero 
multiple of itself is -TF:T- ^^ S^* ^^^ expected number of such vectors, 
we multiply by the number of nonzero vectors in the image space to 
get l\—-. Since if a vector is mapped to a multiple of itself then 
the same is true of any multiple of that vector, the expected number of 
invariant subspaces of dimension 1 is roughly ^wzr[ ~ Q"~^ • D 

Theorem 3.2 .1 . Let\Ni andWj be any two randomly chosen matrices 
in O, such that W^ exists. Then the probability that the associated 
matrix \Nij has a nontrivial invariant subspace (which is also a subspace 
ofL-^O)) is roughly q''~\ 

Proof. This follows directly from the fact that 

W,, = L " i W r i w , L 

D 

The algorithm we will present for finding L~^ (C) is a probabilistic al­
gorithm. It looks for an invariant subspace associated with the elements 
in n inside L~^(0). Take a random linear combination of Wj and for 
some j multiply by W ~ . We then calculate all the so-called minimal 
invariant subspaces (an invariant subspace which contains no nontriv­
ial invariant subspaces) of this matrix. These subspaces correspond to 
the irreducible factors of the characteristic polynomial of this matrix. 
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and can be found in probabilistic polynomial time using standard linear 
algebra techniques. This matrix may or may not have an invariant sub-
space which is a subspace of L~^{0). The following lemma enables us 
to distinguish in polynomial time between random subspaces and those 
that are contained in L''^{0). 

L e m m a 3.2.5. If U is a linear subspace of L~^{0), then for every 
x,y &U and for every i, 

where x,y are the column vectors associated with x,y, respectively. 

Proof. Let x', y' E O such that x = L~'^{x'), y = L'~^{y'). Then we have 

x^Q,y = (L- ix ' fQ, (L- iy ) 

= (x'f Q.y' 
= 0 

n 

We can use this test to decide whether or not the minimal invariant 
subspace lies in L^^{0). If not, we choose another element of Q and 
start over. After roughly q^~'^^^ tries we are very likely to have at 
least one vector in L~^{0). We continue this process until we have a 
linearly independent vectors. We expect this process to have complexity 

Case : i; > 2o 

In [Bracken et ai., 2005], a security analysis is presented for the case 
V > 2o. The attack on unbalanced Oil-Vinegar this time is by the F4 
Grobner basis algorithm [Faugere, 1999]. Since we know that there are 
a huge number of legitimate signatures (roughly q'^'"), if we randomly 
choose a linear (or affine) space of dimension o then there should be a 
very good chance (roughly 1/e) that there is a solution in this subspace. 
Such a subspace is given by a set of v linear equations, so therefore we 
can just append a set of v linear equations to the quadratic public key 
equations and try to solve. The F4 algorithm implemented in Magma 
was used and the results of the experiments in [Braeken et al., 2005] 
show that this attack has a 60% chance of success. More specifically, 
they investigate the time complexity of the attack for a fixed 0 and 
varying v = 2o, 3o, in the cases q = 2,3,16. 

From these experiments, we can conclude that o should be greater 
than 38 for characteristic two, and greater than 24 for characteristic 
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three, both for v = 2o, 3o, in order to obtain a security level greater 
than 2^^. However, there was not enough data to predict the behavior 
in the case q = 16. On the other hand, these estimates on the minimum 
value of o needed for the corresponding level of security are much higher 
than the bounds proposed in [Kipnis et al., 2003] and later in [Courtois 
et al., 2002]. 

Also in [Bracken et al., 2005], a method of linear approximation is 
also proposed for use in an attack on unbalanced Oil-Vinegar. This 
attack has a complexity of q^. The linear approximation method was 
used by Youssef and Gong [Youssef and Gong, 2001] to attack another 
Matsumoto-Imai cryptosystem [Imai and Matsumoto, 1985]. In any 
case, it seems that one must be careful in the case of v > 2o, and 
more study is needed to clarify the situation. 

Case: v ~ o^/2 (or v > o^/2) 

From the above analysis, one may be tempted to conclude that the 
bigger v is compared to o, the more secure the signature scheme becomes. 
This is in general false, as we shall see in this section. 

Let 5 be a random set of n quadratic polynomials in the o+v variables 
zi,..., Zo+v When v ~ o^/2 (and more generally when v > o^/2), it is 
not difficult to show [Kipnis et al., 1999] that there is very likely (namely, 
for most sets S) a linear change of variables such that the resulting set 
of polynomials T is a set of Oil-Vinegar polynomials. Therefore such a 
system is not necessarily secure at all. 

Additionally, recall that the document to be signed is a vector in k° 
and the signature is a vector in k"'^'". This means that the signature is far 
too large compared to the document length, and therefore the signature 
scheme is very inefficient for any kind of practical application. Since 
this is so, we omit the details about how to attack this type of scheme, 
though the interested reader can find them in [Kipnis et al., 1999]. 

For the case of characteristic two the situation is more or less the 
same, except that we must use only the concept of bilinear forms, since 
all symmetric quadratic forms with zero diagonal entries are trivial as a 
quadratic form. 

From these results we can conclude that indeed we can build useful 
unbalanced Oil-Vinegar schemes for practical applications. However, 
one must notice that the document to be signed is a vector in k° and the 
signature is a vector in k°'^'". This means that the signature is at least 
twice the size of the document and when v -|- o is large it does not appear 
to be efficient. One direction for further research is to see if there is a 
way to make such a type of system more efficient. 
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One possibility is the multi-layer unbalanced Oil-Vinegar construc­
tion, where one uses the Oil-Vinegar construction multiple times such 
that in the end the signature will be only slightly longer than the doc­
ument. It is called the Rainbow signature scheme [Ding and Schmidt, 
2005b]. 

3.3 Rainbow: Multilayer Unbalanced Oil-Vinegar 
We first present the general construction of Rainbow and then give 

an example of its practical implementation. 

General Construction 
Let S be the set {1, 2, 3 , . . . , n}. Let w i , . . . , v„ be any set of u integers 

{u < n) such that 0 < fi < V2 < • • • < v^ = n, and define the sets of 
integers Si = { 1 , 2 , . . ..vi) for I = 1, . . . ,n. Clearly we have that 

Si d S2 CI • • • G Su ~ S, 

and that Vi is the number of elements in Si. 
For 'i = 1 , . . . , u — 1 let Oi = Vi+i — Vi and Oi = S'j+i — S'i, so that Oi 

is the number of elements in Oi. With this notation let Pi be the linear 
space of quadratic polynomials spanned by polynomials of the form 

/ ^ OiijXiXj -jr y ^ PijXiXj -f- y ^ "Ji^i -T Tj. 

ieOijeSi ijeSi ieSi+i 

We can see that these are Oil-Vinegar-type polynomials where Xi is an 
Oil variable if i G O; and Xj is a Vinegar variable if j & Si. 

More specifically, we say that Xj is an l^^ layer Oil variable if i e Oi, 
and that Xj is an 1}^ layer Vinegar variable if j G S*;. A polynomial in Pi 
is called an l^^ layer Oil-Vinegar polynomial. It is clear that Pi C Pj for 
i < j , and that { P i , . . . , Pu-i} is a set of Oil-Vinegar polynomials. Note 
that the Vinegar variables at the (/ -|- l)**^ layer are all the variables at 
the l*'^ layer since 

Si+i = OiU Si. 

For i = 1 , . . . , u — 1, let 

I'i ^^ (.-''ill • • • ; J^ioi): 

where each Fij is a randomly chosen element from Pi, and then define 
the map F : A;" —> A;"""! by 

F = ( F i , . . . , F „ _ i ) . 

To help simplify the notation, denote the n — vi polynomial components 
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From this construction we can see that F has u — 1 layers of Oil-
Vinegar construction. The first layer consists of the oi polynomials 
F i , . . .,Foj where {x, \i G Oi} are the Oil variables and {xj \j E Si} 
are the Vinegar variables. The l^^ layer consists of the o; polynomials 
Fy^^i,..., F-m^^ where {xj | i G O;} are the Oil variables and {xj \j & Si} 
are the Vinegar variables. 

From this we can build a "rainbow" of variables: 

[Xl , . . . , Xy^ J , -[X^^-l-l , • . . , Xy^ J 3 

[ X l , . • . , X^j , X ^ j 4 - 1 , . . . , Xy^l , \Xy2-\-ll • • • , Xy^J, 

[X'l, . . . , Xy^ , Xy^-^l , . . . , Xy^ , Xy^J^\ , . . . , X^g J , -|^X^g_|_l , . . . , Xy^ J , 

where each row of variables represents a layer of the rainbow. For the /* 
layer, the Vinegar variables are enclosed in square brackets [.. .], while 
the Oil variables are enclosed in curly brackets {. . . } . We say that F is 
a Rainbow polynomial map with M — 1 layers. 

Let Li : k"'^^^ —> k^~^^ and L2 : fc" —> k"' be two randomly chosen 
invertible afhne linear maps, and define F : k'^ —> k^~'"^ by 

F:^L,0F0L2 = {F,,...,Fn-y,). 

Each of the components Fi of F is a polynomial in A;[xi,..., x„]. 
We now present the Rainbow signature scheme. 

Publ ic K e y 

The public key consists of 

1.) The field k, including its additive and multiplicative structure. 

2.) The n — vi polynomial components of F. 

Private K e y 

The private key consists of the maps Li, L2 and F. 

Signature Generation 

To sign the document Y' = {y[,. .., y'n-vi) ^ ^'"""^, we need to find a 
solution of the equation 

F ( x i , . . . , x„) = Li o F o L 2 ( x i , . . . , x„) = Y', 

which is done in the following steps: 
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1.) Compute 

2.) Next we need to invert F. In particular, we need to solve the equa­
tion 

F{xi,...,Xn) = ¥' = (?7i , . . . ,y^„„J. 

To do this we first randomly choose values x[,..., x'y^ for x i , . . . , Xy^ 
and substitute them into the first layer of oi equations to get 

Fi{Xi, . . ., Xy_^, a -̂ui + l i • • • ; ^V2) ~ [VlT • • • J yoi)-

This represents a set of oi linear equations in the oi variables, 
Xuj+i,.. .,3;„2- These equations can be solved to find the values 
Xy^_l_i) • • • , Xy^ l o r Xy^-^-i, • • . , x ^ 2 • 

3.) We now substitute x[,..., x'y^ into the second layer, which produces 
02 linear equations in the 02 variables x^^+i,.. .,Xy^. The solution 
of this linear system gives values •5:̂ 2+1' • • •' ^''v^ f°^ Xy^^i,. . ., x^^. 
We repeat this procedure for each successive layer until we find the 
desired solution X' =; ( S j , . . . , x'^ ) of F(a ; i , . . .,Xn) = Y'. 

4.) If at any level the associated linear system does not have a solution, 
then we need to start over at the first layer after choosing a new 
set of values x[,.. .,Xy^ for x i , . . . , Xy^. From [Patarin, 1997] it is 
expected that with a very high probability we will eventually succeed 
if the number of layers is not too large. 

5.) Finally, we compute 

X' = L^\X') = {x[,...,x'„), 

which is the signature of Y' = {y[,...,y'n-vi)• 

In order to sign a large document, we can go through the same pro­
cedure as is done in Flash [Patarin et al., 2001] by first applying a hash 
function and then signing the hash value of the document. 

Signature Verification 

In order to verify that X' = {x[,..., x'^) is the signature of Y' = 
{y[,...,y'n-vi)^ '^6 o^ly need to check that 

F(X') = Y'. 

If this equation is true, then the signature is valid; otherwise we reject 
the signature. 
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Choice of Parameters for a Practical Implementat ion 

For a practical implementation we choose the finite field k = GF{q), 
with q = 2^. Let n = 37 so that S = {1,2, 3 , . . . , 37} and let u = 5. The 
parameters associated with the layers of the Rainbow are as follows. 

Vi — 10, Oi = 10, 

V2 = 20, 02 = 4, 

v:i = 24, 03 = 3, 

W4 = 27, 04 = 10, 

V5 = 37. 

Both maps F and F are maps from /c^^ to A:̂ ''. 
The public key consists of 27 quadratic polynomials in 37 variables, 

each of which has (38 x 39)/2 coefficients. Therefore the public key will 
require roughly 16 KB of memory. 

The private key consists of: 10 polynomials in 27 Vinegar variables 
and 10 Oil variables, 3 polynomials in 24 Vinegar variables and 3 Oil 
variables, 4 polynomials in 20 Vinegar variables and 4 Oil variables, 10 
polynomials in 10 Vinegar and 10 Oil variables, and two invertible afhne 
transformations Lj : fc^^ —> A;̂ ^ and L2 : k^"^ —> k^'^. Therefore the 
total size of the private key is roughly 10 KB. 

This signature scheme signs a document of size 8 x 27 = 216 bits with 
a signature of size 8 x 37 = 296 bits. The parameters given here are 
slightly different from those presented in [Ding and Schmidt, 2005b]. 

3.4 Security Analysis of Rainbow 
We now present the security analysis of a Rainbow signature scheme 

with the choice of parameters mentioned in the previous section. There 
are several possible attacks which we deal with one by one. For those 
methods where quadratic forms are used, one should recall that the 
theory of quadratic forms over a finite field with characteristic two is 
different from that of the case when the characteristic is odd [Dickson, 
1909]. 

Rank Reduction 
In [Coppersmith et al., 1997] a method of rank reduction is used to 

break the birational permutation signature scheme of Shamir. The main 
reason this attack works is that the space spanned by the polynomial 
components of Shamir's cipher consists of a flag of spaces: 

VicV2(z---cVt, 
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where T4 is the space spanned by the polynomial components of the 
cipher, and each Vi is a proper subset of ^i+i. Also, the rank of the 
bilinear form corresponding to any element in l^+i — Vi is strictly larger 
than the rank of the bilinear form corresponding to every element in 
Vi, and the difference between the dimension of Vi and the dimension of 
Vi^i is exactly one. Due to these properties, in particular the last one, 
this flag of spaces is easily found. We proceed by first finding F„_i, then 
Vn-2, and so on by rank reduction. 

This attack will not work against Rainbow, even though there also 
exists a flag of spaces for Rainbow. This flag of spaces will satisfy the 
following properties: 

1.) The number of components is exactly the number of layers, so we 
have 

V,cV2C---cVu-r, 

2.) The difference between the dimensions of the last two spaces Vu^i 
and Ki-2 is exactly o„- i , which we have specifically chosen to be 
the relatively large number 11 com.pared to Shamir's cipher where 
it is one. 

The second property above is the main reason why the attack in [Cop­
persmith et al., 1997] cannot be applied to Rainbow. The rank reduction 
method cannot be used here since o^-i — 10 and this value is too large 
for the attack to succeed. In other words, the last layer of Oil is suffi­
ciently "thick" to resist the rank reduction attack. 

Attacks on Oil-Vinegar 
It is clear that the purpose of Li is to mix the polynomial components 

of F . Therefore, each component of the cipher F belongs to the top layer 
of Oil-Vinegar polynomials, and thus they are all elements in P4. In 
particular, they are Oil-Vinegar polynomials with 27 Vinegar variables 
and 10 Oil variables. An attempt to apply the method in [Kipnis et al., 
1999] that was used to attack unbalanced Oil-Vinegar is an attempt to 
discover the Oil-Vinegar variables of the last layer. According to the 
cryptanalysis in [Kipnis et al., 1999], the attack complexity of this first 
step would be q27-io-i ^ ]̂ Q4 ^ 2^^^. Thus, Rainbow is safe from the 
attack on unbalanced Oil-Vinegar. 

MinRank Attack 
There are two distinct ways of using the MinRank attack on Rainbow. 

The first one is to search for the polynomial whose associated matrix has 
the lowest rank among all possible choices. This polynomial must be in 
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Pi, the first layer with 10 Vinegar variables and 10 Oil variables, denoted 
by Fi. To do this, we first associate to each polynonaial a bilinear form, 
which in turn has an associated 37 x 37 matrix. We then consider linear 
combinations of the matrices associated with each component of F to 
find a polynomial whose associated matrix has rank 20. Thus, the attack 
on Rainbow amounts to the problem of finding a rank 20 matrix among 
a group of 27 matrices each of size 37 x 37. From the results in [Courtois, 
2001] we see that the complexity to find such a matrix is (7̂ " x 27^, which 
is much larger than 2^"". 

Another possibility is to search for polynomials in the layer P3 which 
are linear combinations of the components of Fi for i < 4. In this case, 
the MinRank method fails because such polynomials have associated 
matrices of rank 26 in general. One way to proceed is by random search, 
but because the dimension of P3 is 17, this becomes a problem of search­
ing for an element in a subspace of dimension 17 inside a larger space of 
dimension 27. Such a random search is likely to have at least q^^ failures 
before finding one success, but then we also need to determine if indeed 
the rank is less than 27 for each search. For such an attack the total 
complexity will be at least q^° x (27 x 37^/3) > 2^°. This attack idea is 
actually related to the method in [Coppersmith et al., 1997], which we 
have just seen cannot be applied to Rainbow. 

From the most recent results in this direction, [Wolf et al., 2004] 
presents a study of a very general system called STS. Attacks on STS 
are applicable to Rainbow. However, according to their estimates the 
security of our system is at least 2-^°°. 

Attacks that Exploit the Multilayer Structure of 
Rainbow 

In [Patarin, 1995], Patarin realized that if the cipher is made of sev­
eral independent parallel branches, then we can perform a separation of 
variables such that each polynomial in the cipher is derived as a linear 
combination of polynomials over a group of variables. This property can 
be used to attack the system. At first glance, one could think that Rain­
bow's layers resemble branches. Nevertheless, one should realize that 
Rainbow's layers are in no way independent since each layer is built 
upon the previous one. In simple terms one can say that all layers stick 
together and there is no known way to perform any kind of separation 
of variables. This is made clear by looking at the polynomials in the last 
layer P4. Therefore, an attack attempting to make use of the property 
of the parallel independent branches as in [Patarin, 1995] will not work 
on Rainbow. Similarly, one can argue that the attack using syzygies will 
not work here due to the fact that there are no independent branches. 
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General Methods 
Other methods that could be used to attack Rainbow are those that 

attempt to solve the associated polynomial equations directly, for exam­
ple with the XL-family of algorithms or with Grobner bases. However, it 
is very difficult to solve a set of 27 equations in 37 variables over GF{2^). 
Since the system is under-determined there will be too many solutions 
that the algorithm will have to find. In general, it is much better to 
solve an equation with only one solution. Still, because of the design 
of Rainbow, one could try and guess the values for any set of Uj = 6 
variables. There would then be a probability of 1/e < 1/2.71828 < 0.37 
of having a unique solution. Now the problem becomes a problem to 
solve a set of 27 quadratic equations with 27 variables. It is reasonable 
to think of it as if we have a set of randomly chosen quadratic equations. 
According to what is commonly believed, the complexity of solving this 
problem is at least 2^^'^''' > 2^^. By considering each attack so far, we 
can conclude that the security of Rainbow is at least 2^°. 

G e n e r a l S e c u r i t y A n a l y s i s 
There are two natural ways to proceed with an attack on Rainbow. 

One is from the first layer, the other is from the last layer. The efficiency 
of an attack from the last layer seems to depend on how effectively the 
MinRank attack can be used. This attack complexity will be in general 
g''2-io^_j if vi > oi, or q'^'"^o'^_i if vi < oj . From this it is clear 
that V2 = oi + vi should not be too small. In particular, results from 
[Wolf et al., 2004] indicate that the security of our system is at least 
(n — fi) X n^ X qOi+ '̂i X u, which again means that oi -|- vi should not 
be too small. 

As for the attack from the first layer, the attack on unbalanced Oil-
Vinegar shows us that f^-i — o„_i should not be too small. Also o„_i 
should not be too small in order to avoid a random search attack. 

3.5 Comparison with other Multivariate 
Signature Schemes 

In this section we highlight the differences between Rainbow and two 
similar multivariate cryptosystems: unbalanced Oil-Vinegar and Sflash. 

Comparison with Unbalanced Oil-Vinegar 
Clearly Rainbow is a generalization of the original Oil-Vinegar con­

struction. More specifically, unbalanced Oil-Vinegar is a single-layer 
Rainbow scheme with u = 2. For the sake of comparison, let us assume 
that we want to build an unbalanced Oil-Vinegar scheme that has the 
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same document length as our practical example above. In this case, we 
choose fc to be a finite field of size q = 2^, and the number of Oil vari­
ables should be 27. Because of the attack on unbalanced Oil-Vinegar 
schemes [Kipnis et al., 1999], we know that the number of Vinegar vari­
ables should be at least 27 + 10 = 37 in order to have the same level of 
security as our example of Rainbow. 

In this case, the public key consists of 27 polynomials with 37 -|- 27 = 
64 variables. Each polynomial in the public key then has (65 x 66)/2 
coefficients, which amounts to a public key size of roughly 59 KB, about 
3.5 times the size of our practical example. This implies that the public 
computation of verifying the signature should take at least 3 times long. 

The private key for the unbalanced Oil-Vinegar scheme consists of one 
affine linear transformation on k^'^ and a set of 27 Oil-Vinegar polyno­
mials with 27 Oil variables and 37 Vinegar variables. This means that 
the private key is about 40 KB. This implies that the private calculation 
to sign the document will take about four times longer compared to our 
example. 

The private key for the unbalanced Oil-Vinegar consists of an Oil-
Vinegar map of the same size as the public key, plus the invertible affine 
transformation L : k^^ —> k^^. Thus the private key needs roughly 63 
KB, and so the signature process will take roughly 6.3 times longer than 
with the Rainbow example. 

The length of the signature is 8 x 64 = 512 bits, which is also about 
twice the size of the signature in our example of Rainbow. Prom this, we 
conclude that Rainbow generally compares favorably with unbalanced 
Oil-Vinegar in terms of both security and efficiency. 

Comparison with Sflash 
Since Sflash"^ is again considered to be secure, we compare Rainbow 

to Sflash^^ and not to the newer version 
Sflash'̂ ^ [Courtoiset a l , 2003b], 

which has a signature length of 469 bits and a public key of 112 KB. 
Sflash^^ has a signature of length 7 x 37 = 259 for a document of 7 x 26 = 
182 bits. The Rainbow example has a signature of length 8 x 37 = 296 for 
a document of 8 x 27 = 216 bits. Clearly, in terms of per-bits efficiency 
the two are essentially the same. 

For a comparison of the running times on a PC, we implemented 
Sflash^2 a,s described in [Akkar et al., 2003]. The generation of the sig­
nature is about twice as fast for the example with Rainbow as compared 
to that with Sflash. The time required for signature verification is of 
course nearly identical. From this, we conclude that Rainbow compares 
favorably with Sflash in both security and efficiency. 
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Comparison with TTS 
We could also compare Rainbow with the new TTS schemes of [Yang 

et al., 2004a]. However, the first schemes are broken as was shown in 
[Ding and Yin, 2004]. We can also see that the Tractable Rational Map 
Signature scheme presented in [Wang et al., 2005] is very similar to TTS. 
In fact both TTS and TRMC can be viewed as a very special example 
of Rainbow, though they are built from different ideas (triangular con­
struction). We will discuss the relations between Rainbow and TRMC 
further in Chapter 6. 

3.6 Optimization and Generalization of Rainbow 
There is a great amount of freedom in how we can construct a specific 

implementation of Rainbow, so naturally there is a question of how to 
choose an optimal scheme. In the practical example given above, we 
presented a very simple realization of Rainbow for illustrative purposes 
only. In this section, we will consider how to optimize the scheme in 
terms of both key size and computational efficiency, given a fixed security 
requirement. 

Let us assume that we want to build a Rainbow system to sign a 
document of size m x r bits in the space /c", where A; is a finite field of 
size q = 2"^. Let us also fix the security requirement to be at 2^. 

For a document of length m, the length of the signature is v^ = rn+vi. 
(The notation Oj, Vj, and u is from the definition of Rainbow in Section 
3.) Security from the MinRank attack requires 2 '̂'̂ ''̂ ™-') > 2^. We should 
choose vi > oi to make the system more efficient, and from this we know 
that V2 = oi+ vi should be at least 1 + 9/3r. But if we want to make the 
signature as short as possible, the private key as small as possible, and 
the private calculations as easy as possible, we can see that we should 
choose vi and oi such that the difference between oi and vi should be 0 
or 1. 

Now assume that we have fixed V2, oi, and vi already. Due to the secu­
rity requirement, we know that we should make sure that q'^"~'"""i~^o^_j 
is larger than 2 . 

Let us assume that we have chosen v^ ~ I 'M-! • The next choice are the 
in-between layers. The best choice is Vj+i = ?;«+1, as it has the shortest 
secret key, the fastest computation speed and it does not affect at all the 
security of the system. In this case each Fj has only one polynomial. 

We suggest a further improvement of the scheme with an even better 
choice. For this we set all coefficients of any quadratic term to zero, 
which mixes the one Oil variable with its Vinegar variables at its layer, 
and only the coefficient of the linear term of Oil variable is chosen to 
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be a nonzero element. This will ensure that the corresponding linear 
equation in the signing process always has a solution. It also makes the 
process faster and does not at all affect the security. We call this type 
of polynomial a linear Oil-Vinegar polynomial. 

If we want to achieve the highest probability for success in finding 
a signature, even the lowest layer should have the same construction; 
namely, f2 — f i = 1 and the Oil-Vinegar polynomial is chosen in the 
same way. In this case, the only possible place for the signing process 
to fail will be the top layer. This type of construction, can be viewed 
also as a combination of the Oil-Vinegar method with the method first 
suggested in [Shamir, 1993]. 

As for the case of an attack from the top, the attack method for 
unbalanced Oil-Vinegar method tells us that Vu-i — o„_i cannot be too 
small. Also, to avoid a random search attack o„_i should not be too 
small. 

For example, we can improve our practical example for v. = 13 with 
the choices vi = 10, V2 = 20, ^3 = 21, V4 = 22 , . . .,vig = 27, ^13 = 37, 
oi = 10, 02 ~ 1,...,OQ = 1, and oio = 10. This now is a 10 layer 
Rainbow scheme. 

Another possibility for optimization is to use sparse polynomials when 
we choose at random the coefficients of the Oil-Vinegar polynomials. 
This idea was first proposed in TTS [Yang et al., 2004a]. Nevertheless, 
this is a very subtle and delicate task, as it opens up the possibility of 
new, often hidden and unexpected weakness. The use of sparse polyno­
mial in the new TTS scheme caused it to be broken in [Ding and Yin, 
2004]. Therefore such a method should be used very carefully. In par­
ticular one should show that using special sparse polynomials does not 
affect the security level of a cryptosystem. 



Chapter 4 

HIDDEN FIELD EQUATIONS 

After the direct generalization of the Matsumoto-Imai cryptosystems 
using the Plus-Minus method, Patarin pushed his work one step further 
by looking for ways to replace the map F with something else that could 
make the cryptosystem more secure. Eventually he invented the Hidden 
Field Equation cryptosystem (HFE) [Patarin, 1996b], which Patarin be­
lieved could be the strongest multivariate scheme at the time he proposed 
it. 

The design of HFE depends on a parameter d which determines the 
efficiency of the cryptosystem. However, Kipnis and Shamir [Kipnis and 
Shamir, 1999] found a way of obtaining the secret key with the help of the 
MinRank method when d is sufficiently small. Later, Courtois improved 
the Shamir-Kipnis attack and presented two new more efficient attacks 
[Courtois, 2001]. 

Attacks also exist that use general methods for solving polynomial 
equations, and these seem to be closely related to the direct attacks of 
Kipnis and Shamir. For example, Faugere used his new Grobner basis 
algorithm F5 to break the so-called "HFE Challenge 1" of Patarin in 96 
hours on an 833 MHz Alpha workstation with 4 GB of memory [Faugere, 
2003]. The experimental data in [Daum and Felke, 2002] shows that the 
complexity of the Buchberger algorithm applied to HFE depends very 
strongly on the parameter d associated with the hidden polynomial F. 
This has also been confirmed in [Faugere and Joux, 2003]. 

The HFE cryptosystem can also be generalized by the methods used to 
create variants of the Matsumoto-Imai cryptosystem, producing HFE~ 
(HFE-Minus) or HFE^ (HFE-Plus-Minus). However, more attention has 
been paid to other generalizations of HFE, such as HFEv and HFEv~ 
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(HFEv-Minus). These variants are constructed by combining the idea 
of Oil-Vinegar and the Minus method. 

In this chapter we will focus on the basic HFE construction, the 
Kipnis-Shamir and Courtois attacks on HFE and HFEv and related at­
tacks. We will leave the more general attacks with the Grobner basis 
method to Chapter 7. 

4.1 Basic HFE 
We will use the same basic notation as in Chapter 2. Let fc be a finite 

field with cardinality q and let X be a degree n extension of k. Unlike 
Matsumoto-Imai, HFE does not require k to have characteristic two. If 
g{x) e k[x\ is an irreducible polynomial of degree n, then K = k[T]/g{x). 
Let 4> be the standard A;-linear map that identifies K with A;"; that is, 
(j) : K —> A;", where 

(/>(ao -I- aix + a23-? -\ 1- a„_ia;"~^) = (ag, ai , ^2, • • •, On-i)-

The design of HFE is very similar to that of the Matsura.oto-Iniai 
cryptosystem. The main difference is that the Matsumoto-Imai map 
F = X'^ '^^ is replaced with a new map 

r2 —1 i Ti—1 

^(^) = E Ê î̂ "'̂ "' + E '̂̂ '̂  + '̂ (4.1) 

where the coefficients aij,bi,c G K are randomly chosen, and ri,r2 are 
chosen so that the degree of F is less than some parameter d. The public 
key polynomials will be the components of 

F = Li o F o L2, 

where F = (j) o F o (j)~^, and Li, L2 are secret invcrtible affine transfor­
mations on /c". 

Publ ic K e y 

The public key includes the following information: 

1.) The field k, including its additive and multiplicative structure; 

2.) The map F, or equivalently, its n total degree two components 
Jl(Xi, . . . , Xn), • • •, /ra(a^l, . • •, Xn) G k[Xi, . . . , Xn\-

Private K e y 

The private key includes the following information: 
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1.) The map F; 

2.) The two invertible afhne transformations Li, Lg. 

Note that unhke the case of the Matsumoto-Imai cryptosystem, F is 
virtually impossible to guess. 

Encrypt ion 

Given a plaintext message {x'^,..., x^), the corresponding ciphertext 
is: 

(.y'i,---,yn) = Fix[,...,x'J, 

or equivalently 

yi = M3:'i,---,x'J for i = l , . . . , n . 

Decrypt ion 
Given the ciphertext {y[,.. . ,y'^), decryption includes the following 

steps. 

1.) Compute {yi,...,yn) = L];^{y[,... ,y'J. 

2.) Let Y = (f)"^{yi,..., y^)- Compute the set 

Z = {Z eK\F{Z) = Y}. 

To compute Z we will use a variant of the Berlekamp algorithm 
suitable for use over the field K. If d = degF{X), then the com­
plexity of this step will be 0{nd? log d + d?); or we can use an even 
more efhcient method by first finding the gcd of this polynomial with 
Xi" — X [Geddes et al., 1992] with slightly lower complexity. From 
this we see that the degree of F cannot be too large, since other­
wise the decryption process is inefficient. Equivalently, we must not 
choose r i , r2 to be too large. 

3.) For each element Zi E Z, compute 

(Xii, ...,Xin) = L^^ 0(j){Zi). 

Although we would like that F is a one-to-one map; that is, there is 
only one element in Z, it is possible that Z has multiple elements. 
In this case we can use one of several techniques (hash functions, 
Plus method, etc.) to detect the plaintext among the solutions. 
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Toy Example for HFE 
We will again use the finite field k = GF{2^) for which addition 

and multiplication were given in Table 2.1. In the Matsumoto-Imai 
cryptosystem, n cannot be a power of two, but for HFE such a restriction 
does not apply. We have chosen n = 4 for this toy example. For the 
irreducible polynomial g{x) we use: 

g{x) — X + X + oc X + a X + a , 

and we use the following fc-linear affine transformations 

Ll(xi ,X2,X3,X4) = 

L2{xi,X2,X3,Xi) = 

(a 
0 
1 

Vi 
/ I 

c? 
1 

V 

a 
a 
a. 
a 

0 
1 

«2 
a 

0 
1 

a 
0 

a2 

1 
1 

a 2 

a\ fxi^ 
0 X2 + 

(''\ 
0 
a 

ay \xi) \0j 

1\ fx,\ (a^\ 
a 
a2 

V 

X2 
,X3 

\xy 
+ 0 

V) 
For the function in (4.1) we select 

F{X) = X^+^ + aX^+i +X + 1=^X^ + aX^ + X + 1, 

so that the upper limits for the two sums are r i = 1 and r2 = 2 and 
d= 8. From the composition F = Lj o F o L2 we find the public key 

y2 

ys 

o?x\X2 + ax\X'i + c?x\Xi^ + a x i + X2X'i + 0:̂ X214 + aa;| 
2 

+ax3X4 + x^ + a, 

Xj + axiX2 + 0:̂ x1X4 + a^xi + X2X3 + 0x2X4 + a^x | + X3 
2 2 2 +Q; X4 + a X4, 

„2„2 
a Xj + X1X2 + a X1X4 + a xi + X2 + ax2 X3 + a^x | , 
,2„2 a Xj + X1X2 + a X1X3 + axi + X2X3 + 0x2X4 + ax2 + x 

+0x3x4 + X3. 

The encryption is a straightforward evaluation of the public key. For 
example, if (xj, X2,X3, X4) = ( 0 , a ^ , l , a ) is selected as the plaintext, 
then {y[, y'2, y'^, 2/4) = (0, 0, a, a^) is the corresponding ciphertext. 

The first step of the decryption process finds 

Lj'^{0,0,a,a^) = ( l , l , a , 0 ) , 

which corresponds to 1 + x + ax^ in K under the transformation ^~-^. 
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The next step is to find the solutions of the polynomial equation 

X^ + aX^ + X + 1 = 1 + X + a x ^ 

In this case, the only solution is X = a + ax + ax . Therefore 

Z — {a + ax + ax^} 

has only one element. It gets mapped back into /c^ with the help of the 
map (j) to give (a, a, a, 0). 

In the third step the inverse of the transformation L2 is applied to 
find 

L^^(a, a, a, 0) = (0, a , 1, a ) , 

and the original plaintext is recovered. 
When (x']^,X2, Xg, X4) = ( l , a ^ , l , a ) is selected to be the plaintext, 

then {y'i,y'2,y'-i,y'i) = ( a^ ,a , 0, a) is the corresponding ciphertext and 
L^^(a^, a, 0, a) = (1,1,0, a ) . But this time the polynomial equation 

X^ + aX^ + X + 1 = 1 + X + ax^ 

has three solutions, so that 

Z = {a^ + X + a^x^ + x^, a^ + X + X + ax , 1 + ax + ax } . 

Applying L^ o 0 to each value in Z gives three candidates for the plain­
text; that is: 

{ ( I , a 2 , l , a ) , ( a 2 , l , l , 0 ) , ( 0 , 0 , l , l ) } . 

In order to determine which of these three possibilities is the original 
plaintext, additional information is needed. One suggestion is to add 
redundant information that can be used in order to decide which is the 
original plaintext. 

Investigating all 256 possible plaintexts in our example we find that 
in 110 cases there is a unique solution, in 32 cases there are two, in 66 
cases there are three, in 40 cases there are five and in 8 cases there are 
8 different solutions. These results are of course specific for the function 
F(X) that we have used. Nevertheless, this indicates that when choosing 
a non-linear function in K at random it is very unlikely that it will be 
one-to-one. When HFE is used for encryption this has to be taken into 
consideration. When HFE is used for signatures, then this is less of a 
problem since any of the solutions can be selected to create the signature. 
On the other hand, it is possible that for some documents {y[, . . ., y'^) 
the polynomial equation F{X) = Y has no solutions, and in this case 
the document has to be modified slightly so that it can be signed. 
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4.2 Attacks on HFE 
In this section we present the Kipnis-Shamir attack HFE. It is the 

basis of the new attack on MI presented in Chapter 2, and therefore we 
refer the reader to Section 2.4 for notation and other necessary results. 

The key idea of the Kipnis-Shamir attack is to hft the scheme back to 
its origins. The construction of the public key of HFE is based on the 
idea that we look for a map on an extension field, and then reduce it to a 
map on a vector space over the smaller field. The Kipnis-Shamir attack 
proceeds by moving the problem back to the extension field, where all 
the underlying structure can be seen. This is a very natural approach 
if we intend to exploit the design structure of HFE in the attack. In 
Section 2.4, we use exactly the same idea to find another attack on MI. 

From a general point of view, the first step of the attack is to lift 
F up to a map over K. As with the attack on MI, we may as well 
assume that this is the map (j)^^ o F o (p, since any other lifting map 
ip : K —> k^ will correspond to equivalent secret keys L[,L'2 and F'. 
Also, we simplify matters by assuming that the components of F are 
homogeneous of degree two. In this case, we relabel r2 = r. 

The key difference between the attacks on MI and HFE is that the 
n X n symmetric matrix corresponding to F as in Section 2.4 is of the 
form 

^A 0^ 

where A is a randomly chosen r x r matrix. This means that instead of 
F having rank two, we can assume that F very likely has rank r. Thus, 

M = F' = L^ F La 

also very likely has rank r. Since we also have 

n - l 

(=0 

we proceed with the MinRank attack to recover Lj~\ and hence Lj . As 
before, we generate the determinant of each (r + 1) x ( r + 1 ) submatrix 
of M and set these equal to zero. This gives us (r+i)((r+i) " l ) / 2 degree 

r + 1 equations in the n coefficients of L^ . Let (L^Q , • • •, -^fn-i) ^^ ^^y 
solution of this MinRank problem. 

To finish the attack, we must find L2- We now know M, so we must 
consider the equation 

M = L T F L 2 . 
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Let { u i , . . . , Un-r} be a basis for the left kernel of M. Since L2 is invert-
ible, and for simplicity assumed to be linear, it follows that 

Uil'^F = 0. 

Due to the special form of F, it must be that 

Uill = ( 0 , . . . , 0 , * , . . . , * ) , 

where the first r coordinates are zero and the last n — r coordinates are 
arbitrary. Thus, for each i = 1 , . . . , n — r, we get r equations of the form 

/ ^ Uij Llj_i = 0, 
i=o 

where / = 0, l , . . . , r — 1. Raising this equation to the power g"~' yields 

n-l 

j=o 

and we obtain r (n — r) linear equations in the variables L20, . . . , L2n-i-
So long as r{n - r) > n, or equivalently n > r^/{r - 1), it is very likely 
that we can solve this system for the L20, • • •, -̂ 271-1 > and finally recover 
L2. 

The computational complexity of this attack is mainly determined by 
the computational complexity of the MinRank attack. However, using 
Courtois' method [Courtois, 2001], the complexity of this step is 0{rf), 
which is manageable for small r. This method is actually different from, 
but more efficient than, the original method proposed by Kipnis-Shamir 
which uses the relinearization method. 

4.3 Variants of HFE 
The first variants that can be constructed are the Plus and Minus 

variants, just as in the case of MI. For example, HFE~ can be used as a 
signature scheme, and HFE^ for encryption schemes. 

A more sophisticated variant comes from the combination of basic 
HFE with the idea of Oil-Vinegar. This variant is called HFEv. Using 
Lemmas A.O.l-A.0.3 in Appendix A, we will present HFEv in a slightly 
different though equivalent form from its original presentation. Further 
extensions of this construction include the Quartz signature scheme, an 
example of HFEv-Minus [Patarin, 1996b]. 
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The function F is replaced with the function F : K xk^ —> K defined 
by 

r2 —1 i r i 

Xl, . . . , Xy), 

i=0 

where aij,bi,Cj G -fC, and i7j : k'" —> K and F : k" —> K are ar­
bitrary linear and quadratic maps, respectively, in the input variables 
{x\,..., Xy). The variables associated with X act like Oil variables, while 
the variables ( x i , . . . , x^) act like Vinegar variables, liv — Q then HFEv 
reduces to HFE. 

If TT : k" —> A;" is the embedding 7r(ai, . . .,ay) = ( a j , . . . , a „ , 0 , . . . , 0), 
then we can rewrite F as a map from K x K to K: 

F{X,V) = f^Y.^v^"'^'' + E ^^^'' 

ri n—1 

n—1 i n—1 

+ EE"̂ .̂ '̂̂ ^̂  + Ê «̂̂ '̂+7 
i = 0 j=0 i = 0 

where F = (f)"^ o 7 r ( i i , . . . , x^,), and aij,bi, Cij, aij, pi, j E K. Rewriting 
F in this way will be key to the attack presented in the next section. 

Now define the map F : k'^^'" —> k^ by 
F{XI,. ..,Xn,Xi, . . .,Xy) = (poFo ( ( / )"1 X (l)~^on){xi, . ..,Xn,Xi, . ..,Xy) 

l^/l) • • •) Jn)j 

where fi, • • •, fn € k[xi,...,a;„,xi,.. .,Xy] are each of total degree two. 
Finally, let Li : A;" —> /c" and L2 : fc"+^ —> A;"+^ be two randomly 
chosen invertible aflfine transformations, and define F : A;"'+'" —> fc" by 

F = L a o F o L 2 = ( / i , . . . , / „ ) , 

as before. We now summarize the HFEv signature scheme. 

Publ ic K e y 

The public key includes: 
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1.) The field k, including its additive and multiplicative structure; 

2.) The map F, or equivalently, its components fi, • • •, fn-

Private K e y 

The private key includes: 

1.) The map F; 

2.) The two invertible affine transformations Li and L2-

Signature Verification 

Given a message M = {mi,..., rrin) and signature S = ( s i , . . . , Sn+v), 
we conclude that /S is a valid signature for M only if 

F{S) = M. 

Signature Generation 
To sign the message M = (7774, . . ., rrin), we perform the following 

steps: 

1.) Compute M = ( m i , . . . , m„) by 

M = L];\M). 

2.) Randomly choose (x '^, . . . , x'^) G k'", let V = (f)'^^ 0 7r(i ; i , . . . , x^), and 
substitute V into F ( X , V). The result is a polynomial in X, denoted 
Fv{X), whose roots can be found efficiently. In other words, it will 
be easy to find all the elements in the set Fy (F) , for a given y € fc". 

3.) Compute U such that 

Fv{U) = r\M). 

If no such U exists, then choose another (x'j^,..., x'^) G k'" and re­
compute Fv{X)] otherwise go to the next step. 

We note that though it is possible that no such U exists (for a given 
V), this is very unlikely if v is large enough. In fact, we expect that 
the map F{X, V) is a g^-to-one map, so wc should be able to find U 
with only a few tries. 

4.) Compute a valid signature S = ( s i , . . . , Sn+v) for M = {mi,..., ?7i„) 
by first computing 

"-• ~ {Ul, • • • , Un, Xi, . . . , X^), 
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where 
4){U) = {ui,...,Un), 

and then taking 
S = L-\S). 

HFEv can be modified with either the Plus or Minus methods. HFEv 
can be used for encryption as well as for authentication so long as q'" is 
not too large. In this case we will need to do a little more work in the 
decryption step in order to detect the plaintext in a set of roughly q'" 
possible preimages of a given ciphertext. 

4.4 Cryptanalysis of HFEv 
Case : u = 1 

In this section we will present the attack on HFEv from [Ding and 
Schmidt, 2005a], an extension of the Kipnis-Shamir attack on HFE. 
We begin by assuming that v = 1 and that the components of F are 
homogeneous degree two polynomials in n + 1 variables. With these 
assumptions, the map F : K x K —> K becomes: 

F{X, F) =. ^ E«^^-^''^'' + E ^^ '̂̂  

ri—1 

i=0 

There are no terms with V appearing to a power greater than two since 
V lies in a subfield of K isomorphic to k. 

Now let K be the n + 1 dimensional A;-subspace in K x K such that 
for any element X = (Xi, X2) we have 

^(X2) = ( x , 0 , . . . , 0 ) 

for some x & k. Then the map F{X, V) can be reinterpreted as a map 
from K to K. 

Let TT : fc" —> k be the projection 7r(ai, . . . ,a„) = ai , and let ip = 
4> X [IT o (p) he the standard map from K to /e"+^. Then F is defined by 

F = (l)oFoij-^, 

and the public polynomials are given by the components of F defined 
by 

F = Lio F0L2, 
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where Lj : k'^ —> fc", L2 : A;""'"̂  —> k^'^^ are invertible affine transfor­
mations. 

One way to attack the system is to find Li and L2. Then we can 
compose F on the left with L^ and on the right with L^ to recover F. 
As in the Kipnis-Shamir attack, we begin by lifting F to F : K —> K 
by 

F = (l)-^ 0F01P 

= (j) o Li o F o L2 ° "ip 

= {(p o Li o (/)) o F o {'ip o L2 o 'ip). 

Since we had assumed that the polynomial components of F are ho­
mogeneous of degree two, F : K x K —> K has the simplified form: 

r 2 - l i r i - 1 

F{x, v) = j2 E'^^i^''^'' + E C'̂ "'̂  + "^'-
i=0 j = 0 -(=0 

We know the general form of 4>~-^ o i j " o <p from Lemma A.0.1 and of 
ip"^ o L2 o ip from Lemma A.0.3. In particular, we have 

n - l 

L^' {X) = r' o L^' o </.(X) = E 1̂̂ "̂' 

from Lemma A.0.1 and 

L2(X,F) = V " ' o L 2 o V ( X , T / ) 
n—1 n—1 

from Lemma A.0.3. This means that 

n—1n—1 n—1 

F(x, ̂ ) = E E "iî ''̂ "' + E ^i^"'^+"^'-
j=0 j=0 «=0 

Rather than directly solve the problem of finding Li and L2, we will 
find Li,L2, from which we will then be able to recover L\,L2. The 
approach will be the same as that for HFE in the sense that we associate 
( n - f l ) X (n + 1) matrices with the quadratic forms belonging to the 
maps F and F. Let A and A be the matrices associated with F and F, 
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respectively. Then we have 

/ 0 aoi + aio 

«02 + «20 
A = 

V Co Ci 

and with D = r2, 

( 0 aoi + aio 
aoi + "10 0 
ao2 + «20 

flOn-l+ « n - 1 0 Co \ 

a 2 n - l + a n - 1 2 C2 

Cn-1 

0 / 

A = aoD + "DO 
0 

0 
Co V C\ 

a2L> + aD2 0 

0 0 

0 
0 
0 

0 
0 

0 
C n ^ l 

Co \ 

Cl 

C2 

CD 

CD+1 

C n - 1 

0 / 

As in the attack on HFE, we can show that the matrix M associated 
with F 0L2 is 

M Bi^ABs, 

where 

Bo = 

/ 2̂0 

hn-l 

' 2 n - 2 

'21 

V h 

hi 
'20 

' 2 n - l 

2̂̂ 2 

2̂̂  

^2n-2 

'•2n-3 

' 2 n - 4 

' 2 n - 4 

'2 

hn-1 
' 2 n - 2 

' 2 n - 3 

' •2n-3 

to 

^ ' 2 0 \ 
iiq 
' 20 

^ 20 

^ 20 

l'2l ) 
On the other hand, the matrix M is also associated with Lj o F , and 
satisfies 

M = IXQK + ^uAi + • • • + hn-\K-\. 

where A; corresponds to the polynomial F^ , for Z = 0 , . . . , / - 1. We can 
see that: 

[A;]ii = 

'M. 
[A]" 

[A]f 

i—l mod n, i—l mod n 

n+1 , j ~ l mod n 

i—i mod n, n+1 

for 0 < i , j < n + 1; 

for ? = n + 1, J < n + 1; 

for i < n + 1, i < n + 1; 

if i, .7 = n + 1. 
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We are now in a position to execute the steps of the Kipnis-Shamir 
attack on HFE using the MinRank method, which was also modified for 
use against MI. The reader is referred to those sections for the details of 
how the attack proceeds from this point. 

Case: -y > 1 
For the more general case of f > 1 the method above may be ex­

tended directly, and a rough estimate gives that the attack complexity 
is approximately (n + t;)3(''2+'^)+'^(i), though the details of the attack 
are much more complicated and need to be worked out carefully. This 
attack complexity depends on n, v, and r2, and the exponent depends 
on r2 and v. It would be much better if we could find some attack such 
that V is not in the exponent. But from the point view of symmetry, 
this is impossible. If we consider the case when v is large (greater than 
n), then the property of the HFEv polynomial should be dominated by 
the V Vinegar variables and these polynomials are more or less what can 
be treated as randomly chosen polynomials. From this point of view, 
we think that this attack complexity nmst include v in some way in the 
exponent and this attack method could be very close to what might be 
achieved in general. In addition, this attack could lead to some new 
ways of attacking HFEv using the XL family of methods; see [Courtois, 
2001]. 

Quartz 
Quartz is a HFEv" signature scheme; namely, it is a combination of 

HFEv with the Minus method. The basic idea was first suggested by 
Patarin [Patarin, 1996b]. In 2004 NESSIE recommended using Quartz 
for short digital signatures. 

The parameters for a Quartz scheme are given as follows: 

1.) q, the size of the small field k; 

2.) d, the degree of the map F ; 

3.) n, the degree of the extension; 

4.) V, the number of vinegar variables; 

5.) and r the Minus number. 

The parameters for the current version of Quartz are q = 2, d = 129, 
n = 103, V = 4, r = 3 [Patarin et al., 2001]. Therefore, we know that 
the public key gives a map from A;̂ °̂  to A;-̂ "". The signature generation 
takes about 9 seconds on a 500 MHz PC. Quartz is estimated to be 
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at the security level of 2̂ ^̂ , but it requires a large amount of memory 
[Courtois, 2001]. 

At this point the best attacks on the the Quartz schemes are gen­
eral attacks that use Grobner basis algorithms [Faugere and Joux, 2003; 
Courtois, 2001; Courtois et al., 2003a]. 

Related Work 
In [Felke, 2005] it is shown how to uncover the afhne parts of the secret 

afhne transformation for a certain class of HFE cryptosystems. This 
work is an extension of the work [Geiselmann et al., 2001]. Furthermore, 
it is shown that any system built on multi-branches can be decomposed 
into its individual branches in polynomial time on average. 

In [Dobbertin, 2002], Dobbertin studied bijective power functions of 
higher degree, which can be viewed as a high degree form of MI or HFE. 
In [Michon et al., 2004], the method of binary decision diagram (BDD) 
was introduced to analyze the security of HFE. The BDD structure 
allows one to represent boolean functions with graphs, or more precisely, 
by trees. However, this method does not seem to be very effective. 



Chapter 5 

INTERNAL PERTURBATION 

With all the variants discussed in the previous chapters, it may seem 
that all the possible extensions and generalizations of Matsurnoto-Irnai 
are exhausted. However, the construction of internal perturbation pro­
vides yet another alternative [Ding, 2004b]. The motivation for internal 
perturbation is to develop new constructions that can resist the algebraic 
attacks of [Patarin, 1995; Kipnis and Shamir, 1999] and the Grobner ba­
sis attacks [Faugere, 2002; Faugere, 2003] without much sacrifice in the 
efficiency of the system. 

From a very general point of view, the variants discussed in the pre­
vious chapters (for example Plus and Minus) can be interpreted as an 
extension of a commonly used idea in mathematics and physics; namely, 
perturbation. One way to study a continuous system is to examine the 
effects of small-scale "perturbations." For example, HFEv can be viewed 
as a perturbed version of the HFE method created by adding Vinegar 
variables. This perturbation can in some sense be considered an "exter­
nal" perturbation, since the perturbation comes in the form of additional 
(external) variables, as opposed to perturbation that uses the existing 
variables. 

When working with finite fields we must be clear about what we mean 
by "small-scale perturbations." In the construction of internal perturba­
tion a small dimensional subspace is used to produce the perturbation. 
It is important to note that this approach does not require any new 
variables. This idea of internal perturbation is very general and can be 
applied to other existing multivariate cryptosystems. 

In this chapter, we will first present the application of internal per­
turbation to the Matsumoto-lmai cryptosystem as described in [Ding, 
2004b]. Due to the special feature of the Matsumoto-lmai cryptosys-
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terns, Fouque, Granboulan and Stern [Fouque et al., 2005] developed a 
differential attack that manages to "denoise" the cryptosystem, which 
is then subject to the linearization attack of Patarin. After presenting 
the differential attack, we show how to prevent the differential attack 
using the Plus method [Ding and Gower, 2006]. We also present how to 
add internal perturbation to HFE, and then conclude with some brief 
comments about using internal perturbation with the Hidden Matrix 
cryptosystems. 

5.1 Internal Perturbation of the MI 
Cryptosystem 

We will use the same notation as in the chapter on Matsumoto-Imai, 
which we briefly repeat here. Let fc be a finite field of characteristic two 
and cardinality q, and choose an irreducible polynomial g{x) £ k[x] of 
degree n so that K = k[x]/g{x) is a degree n extension of k. We identify 
the field K with the fc-vector space /c" by the map (j) : K —> k"' defined 
by 

(j){ao + aix + a2x'^ + • • • + a„_i3;"~-^) = (ao, a i , a 2 , . . . , a„_ i ) . 

Let F : K —> K be the map defined by 

F{X) = X^+'i\ 

where gcd (1 + q^, g"' — 1) = 1. As we have seen, F is an invertible map 
with inverse 

F-^{X) = X\ 

where t ( l + q^) = 1 mod (</" - 1). 
Let F : k^ —> /c" be a map defined by 

F = cPoFocf>-' = {f,,...,f^). 

Then by choosing two invertible affine transformations Lj , L2 on A;", we 
can construct F by the composition 

F = L i o F o L 2 = ( / i , . . . , / „ ) . 

If the plaintext variables, then the components / i , . . . , /n 
of F will be polynomials in the ring k[xi,.. .,a;„]. These polynomials 
form the public key of the Matsumoto-Imai public key cryptosystem. 



Internal Perturbation 115 

We now describe how to internally perturb Matsurnoto-Imai. Let r 
be a small positive integer and randomly choose r linear functions 

n 

Zi{xi,. . .,Xn) = ^ ajiXj + Pi 

Z^ i^Xj , . . . , Xn) — / ^ ^JT'^j ~r Pr 

such that the Zi — Pi are linearly independent. Let Z : k^ —*• k"^ be the 
map defined by 

Z{XI, ...,Xn) = {Zi{xi, . . . , Xn), . . . , Zr{Xi, . . . , .T„)) . 

The map Z will be the source of the internal perturbation for ML Ran­
domly choose n polynomials fi, • • •, fn G k[zi,... ,Zr] of total degree 
two. Let F : k^ —> fc" be defined by 

F{zi,. . .,Zr) = ( / l ( ^ l , - ••,Zr),---,fn{zi,. ..,Zr)), 

and define the perturbation map F* : k^ —> fc" by 

F*{xi,. ..,Xn)=Fo Z{X,,. . . , Xn) = (A*, . . . , Z^ ) , 

where /f,.. . ,/* G k[xi,... 
Let us now replace F by 

F = Lio{F + F*)oL2 = {fl,...Jn). 

The components of F form the public key of the Perturbed Matsumoto-
Imai (PMI) public key cryptosystem. See Figure 5.1 for an illustration. 

Before we describe the details of decryption and encryption process 
for PMI, we note that F can be written as 

F = {LioFoL2) + (Li oF* o L2) - C, 

where C G A;" is a constant coming from the aflfine part of the linear 
transformation Li. This observation will become important later when 
we discuss the cryptanalysis of PMI. 

Public Key 

The public key includes the following: 

1.) The field k including its additive and multiplicative structure; 

2.) The n total degree two polynomials fi, • • •, fn € k[xi,..., a;„]. 
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•^1 •> • • • 1 •^n 

L2 

Zi,...,Z, 

Jl-i • • • •) Jn J l i • • • •) Jn 

I ^+^ 1 

yi,---,yn 

Figure 5.1. Structure of the Perturbed Matsumoto-Imai scheme. 

P r i v a t e K e y 

The private key includes the following: 

1.) The map F; 

2.) The set of linear functions zi,... ,Zr G k[xi,..., x„]; 

3.) The set of points in P defined by 

P = {(/ i ,A)|F(/ .) = A}, 

or equivalently, the set of the polynomials fi, • • •, fn G k[zi,..., z^]; 

4.) The two invertible affine transformations Li , L2. 

We note that P is expected to have about q'" or fewer elements. 

Encryption 

Given a plaintext message {x[,..., x^), the corresponding ciphertext 
iv'i, •••,yn) is given by: 

y'l =- h{x\,...,x'J, 

Decrypt ion 

To decrypt a given ciphertext {y[,. .., y!^), we must perform the fol­
lowing steps: 
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1.) Compute (7yi,...,y„) = L-^^{y[,.. . ,y'J; 

2.) For each (/J., A) G P , compute 

(j/Al,---,2/An) = F~^ ((yi,---,J 'n) + A ) , 

and check if 
Z{y\i,...,y\n) =^ IJ'-

If not, discard this (yAi, • • •, y\n)', otherwise, go to next step; 

3.) Compute (XAI, •• •,xxn) = L^^ivxi,-- •,y\n)-

If there is only one (XAI , • • •, x\n), then this must be the plain­
text. However, it is very possible that we will have more than 
one {x\i,.. .,x\n). In this case we can use the same technique 
as suggested for HFE (hash functions, Plus method). According 
to computer experiments, it seems that in general the number of 
{x\i,...,xxn) seems to be small. 

It is evident that this method is very general and can be used to per­
turb other multivariate cryptosystems. After perturbation, the security 
should be stronger, though the decryption process is slower by a factor 

Toy example 

We will use the same setup as in the example for the linearization 
equations in Section 2.3. We use k = GF{2'^) with the field operations 
defined in Table 2.1. We also have ra = 5, 0 = 3, and g{x) = x^ -|- x"* -|-
x + a^. The linear transformations were not given then and they are 
displayed here as afhne maps 

L i ( x i , . 

L2(xi , . 

•^Xc,) = 

• , 3:5) = 

/ I 
0 
I 
I 

lo 
(a 

0 
a 
a. 

ll 

a I 0 a \ 
1 1 1 1 
0 a^ 1 a^ 
1 a^ 1 a 

(xA 

X2 

x-i 
X4 

+ 

(a ^\ 
0? 
0 
1 

7 

a 0 0 a^J \x^j \0 J 

c? a. c? c?\ (xi\ ( 1 \ 
1 a 1 0 
1 0 a 1 

a^ 0 0 1 
Q 0? a. ^/ 

X2 

xs 
.X4 

V V 

+ 
0 

0? 
c? 

\a 'V 
For the perturbation in this example we use a two dimensional space; 

that is r = 2. The linear transformation Z : k^ —> k"^ of rank two is 
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chosen to be 

zi = c?X\ + ax2 + a^.X3, (5.1) 
0 0 0 0 / \ 

Z2 = .Tx + a X2 + a X3 + ax4 + a 0:5 + a . (5-2) 

After the composition Z o L2 we have 

zi — 0^x2 + axQ,+ Xi+ x^ + 1, (5-3) 
2;2 = a xi + Q;X'2 + xs + x^ + a . (5-4) 

One could select the last map directly at random instead of composing 
the map in equations (5.1) and (5.2) with L2 as indicated in Figure 5.1, 
but the later form is more convenient for decrypting and will speed up 
that process. The quadratic polynomials F used for the perturbation 
are also selected at random: 

/ i = zf + a'^ziZ2 + azi + az2 + Z2 + a^, (5.5) 

/2 = zj + aziZ2 + a'^Z2 + az2 + a, (5.6) 

fa = Z1Z2 + azi + az2 + 1, (5.7) 

/4 = a Z1Z2 + a zi + az2 + a, (5-8) 

/5 == aziZ2 +zi+z^ + a^Z2 + l. (5.9) 

Into these functions we substitute (5.3) and (5.4) to produces new qua­
dratic polynomials, which are added to F o L2, before the linear trans­
formation Li is applied. The public key reads then 

yi = a;ia;2 + xixs + 0^X1X4 + xix^ + a.x\ + x^ + 0^X2X3 + 0^x2X4 

-f-X2 + a X'3 + a X3X5 + a x^ + X4 + x^x^ + ax^ + x^ + X5 + a, 

2/2 = CiXi -\- a X1X2 + X1X3 + axiX4 + a xi -|- X2 -|- 0^X2X3 -|- a^X2X4 

-|-Q;X2X5 -I- X2 + X3X5 + a^X3 + X4X5 + 0x4 -|- axg -|- X5, 

ys = axi + a x\X2 + ax ixs -|- axiX5 -)- a Xi + X2 + 0x2X4 -|- a X2X5 

+a^X2 + 0^x3X5 + X4 -)- X4X5 -|- 0:^x4 + 0:̂ X5 + X5 + a^ 

2/4 = Xj + X1X2 + X1X3 + Q;XIX4 -|-aXiXs -|-X2 -|- 0:̂ X3 + X3X4 

+Q: X3X5 -|- a X3 -|- X4X5 -Fa X4 -f Q;X5 -F 0x5, 

2/5 = a^x^ 4-a^xiX2-f-X1X3 + axiX4-I-X1X5-I-xi-J-ax2-f-0x2X3 

-|-ax2X4 -\- a X2X5 -F ax2 -|- X3 H- 0x3x4 4- 0x3X5 -|- X3 -)- 0^X4 

-\-x\ -h 0x5 + o?. 

If the plaintext is (0, a, 1,1,1), then these quadratic polynomials produce 
the cipher (j/^, y2> 2/3.2/4-1/5) = (a, 0 ,1 , 0,0). 
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The decryption process starts by applying Lj to the cipher, which 
gives 

y = {yi,...,y5) = {a,l,0,l,a^). (5.10) 

For each value /i G /c^, we list the corresponding values A = F(n) G k^. 
They are given in the following table, but usually these values will be 
computed on an as-needed basis from the perturbation polynomials (5.5) 
to (5.9). 

nek"^ 
( a , l ) 

(«M) 
(0,1) 
( l , a ) 
(a, a) 

{a^,a) 
(0, a) 

( l , a2) 
(a, tt^) 

(a2,a2) 
(0,a2) 

(1,0) 
(«,o) 

( a ' , 0 ) 
(0,0) 
(1,1) 

A = F(/x) e fcS 
(1, a^, a, 0, a) 
(1,0,1,0,1) 
( 0 , a ^ a ^ 0 , a 2 ) 
(a, 1, a, 1,1) 
(a, 1, a, 0, 0) 
(0, a , a, a, a) 
(0, a^, a, a^, a^) 
(a, a, 1, 0,1) 
(0, a^, a, a^, 1) 
(1, Qf̂ , a^, a, 1) 
(a2 ,a , 0,1,1) 
(0, a2^a2, l ,0) 
(a^, 1, a, a^, a^) 
(0, 0, 0,0, a) 
(a , a, 1, a, 1) 
(0,0,0,0,0) 

No matter which approach is used we must go through the possible values 
of A one by one, and find yx = F~^ {y + A) with the help of F~^ {X) = 
X^®^, the inverse of the underlying Matsumoto-Imai map. We then check 
if F o Z{y\) matches the /i belonging to A. In our example it happens 
only once for ^. = (a, 0), which corresponds to A = (a^, 1, a, a^, o?) and 
y\ = (a, 1, a, c?, ce^). Once we have a suitable y\, we compute L'^^(y\) 
to find the original plaintext. 

It does not suffice to stop when the first matching y\ is found. De­
pending on the structure of the perturbation polynomials there can be 
more than one value of A. For example, when the perturbation poly­
nomials in (5.5) to (5.9) are all equal to z\ -f azi then each of the six­
teen different /x values is mapped only on one of four different A values. 
This is an indication that the perturbation polynomials are not general 
enough. Nevertheless, in this particular example a unique plaintext will 
be recovered, but this will no longer be the case when r is closer to n. 
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A Practical Implementat ion 

In [Ding, 2004b], a 136-bit implementation of PMI is suggested for 
practical use. In this suggestion, k = GF{2) and K is the degree 136 
extension of GF{2) defined by the irreducible polynomial 

g{x) = l + x + x^ + x^^ + x^^^. 

The dimension of the perturbation space is chosen to be r = 6, and the 
underlying Matsumoto-Imai map F is chosen to be 

FlyX) = X^ '+1 

At the time this suggestion was made, this implementation of PMI 
was expected to have a security level of at least 2̂ *̂  against all known 
attacks. It was also suggested that n should be at least 96 and r should 
be at least 5 to maintain this level of security. However, approximately 
one year later a new attack was found that could defeat this scheme in 
much less tlian the supposed 2 '̂̂  security level. We will now present 
the differential attack by Fouque, Granboulan and Stern [Fouque et al., 
2005]. 

5.2 Differential Attack on P M I 
The basic idea of the differential attack is to use the distribution of 

the rank of the kernel of the differential (or difference) to detect which 
plaintexts produce noise and which do not. If this can be achieved, then 
the attacker can "denoise" the system and use Patarin's linearization 
equation method to break the underlying Matsumoto-Imai scheme. 

We begin by establishing the basic notation. For each plaintext mes­
sage V E k'^, define the differential 

Ly{x) = F{x + v) + F{x) + F{v) + F(0) , 

where F is a given instance of PMI. 
Note that this notion of differential was also used by Patarin, Goubin 

and Courtois in an attack on Mi-Minus [Patarin et al., 1998]. 
It is straightforward to show that Ly is linear in the variable x taking 

values in fc", since F is quadratic. If /C is the "noise kernel," the kernel 
of the linear part of the affine transformation Z o L2, then the following 
proposition is easy to prove. 

Proposit ion 5.2.1. Let v G JC. Then 

dim(ker(Z.))=H(^'") ^^ ^'' 
\n ij V = 0. 
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Proof. To prove the proposition we may assume that F is simply the 
underlying Matsumoto-Imai map, since v E K. means that the pertur­
bation is zero. Furthermore, because -Lj and L2 are invertible affine 
transformations, they do not have any effect on the dimension of the 
kernel of the differential. So, to prove the proposition we need to count 
the number of solutions (for a fixed X £ K) of the following equation: 

F{X + V) + F{X) + F{V) = 0. (5.11) 

Note that 

0 = F{X + V) + F{X) + F{V) 

= {X + vf+^+X'i'+^ + V'i"+^ 

so that (5.11) becomes 

X^W + XV'i' =Q. (5.12) 

It is clear that if X = 0 then any V &K will satisfy (5.12). If X ^ 0, 
then by dividing both sides by X we have: 

„o 1 , ,„o 
X<i-^ = V'i-\ (5.13) 

From Lemma 2.3.3 we know that the number of nonzero solution of 
(5.13) is exactly qig=d( '̂") - 1. Adding in the solution X = 0, the total 
number of solutions of (5.12) is exactly grscd (f'.n) _ -̂ ĵ̂ jg completes the 
proof. D 

When V ^ K, then it is likely that dim(ker(L^)) 7̂  gcd (6*, n) due to 
the randomness of the "noise" provided by the perturbation. There­
fore the quantity dim (ker (i^t,)) can be used to detect whether or not a 
given •;; is in /C. In particular, we can use this quantity to find a basis 
of K, which can then be used to mount (f attacks, each attack being 
against the scheme restricted to one of the (f affine planes parallel to /C. 
Since these restrictions are just an unperturbed MI, we can use Patarin's 
linearization attack. 

Testing for Membership in K 
For each v € k^, define the function T by 

I 0, otherwise. 
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Let a = P[T{v) = 0] and /? = P[v G /C] = g"*"; in other words, a is 
the probabihty that T(i;) = 0, and /3 is the probabihty that v G K.. 
We can use T to devise a test for detecting whether or not a given v is 
very hkely to be in /C, assuming the following proposition: If for many 
different v'^ such that T{vl) = 0 we have T{v + ŵ ) = 0, then w G /C 
with high probability. Suppose we pick Â  vectors v[,... ,v'pf such that 
T(u-) = 0. Define p{v) = P[T{y + v[) = Q\T{v[) = 0]. If v is chosen 

at random, then p(y) = a; otherwise, p(w) = „ + ^'^j^_ L • In this latter 

case it is not hard to show that £ ^ - 1 = -^{^ ~ 1)^ w /?(i - 1)^, 

where j ^ g = /? + /3^ + Z?"* + • • • « /9 if /3 is very small. Thus we have the 

approximation p{v) w a + a/3{- — 1)^ whenever v G K. Therefore one 

way to decide whether or not v e JC is to approximate p{v) and decide 

whether it is closer to a or a + af3{^ — 1)^. 
In [Ding and Gower, 2006], it is suggested instead to consider the 

function 

which has the expected value 

E[T'{v + vl)] = ^ - l , 
a 

and then consider the average jf X^j^^ T'[v + w )̂, which is expected to 

be close to ^ ^ - 1, for large enough A'' by the Central Limit Theorem 
(see [Feller, 1968]). Then the task would be to determine whether this 
average is closer to 0 or /3{- — 1)^. 

The new function T' is defined as above in terms of T, and is such 
that 

rj-'i^ _l_ ^'^ ^ / a ~ 1' "^i*'^ probability p{v); 
1—1, with probability 1 — p{v). 

AlsoM = E[T'{v + v[)] = 2 M _ i and a2 = Var[T'{v + v[)] = P W ( I - P M ) . 

Here E stands for the expected value and Var stands for the variance. 
Let Xi be independent and identically distributed random variables 

with the same distribution as T', and define Sp^ = Yli=i ^i- Then the 
Central Limit Theorem states that 

P 

where 

SN-N,I 
< X 

aVN 
<n(x) as TV —> oo, 

1 r 
e 

oo 

-y'/^dx 
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is the standard normal distribution function. More informally, the Cen­
tral Limit Theorem implies that the following approximation is valid for 
large A'': 

where A]\i = JJSN and X is a random variable with standard normal 
distribution. 

Efficiency of the Test 

Suppose V G K. In this case // = ^ ^ — 1 = /^(^ — 1)^, and u^ = 
p("M ~^^'"'\ which can be computed in terms of a and p. We also take 
N = l/(a/3)^, as in [Fouque et al., 2005]. We first consider the probabil­
ity that the question "j4iv > /?(- — 1)^ " will return true. Equivalently, 
we consider the probability that 

M + - ? = = x > / 3 ( 1) =/u, 
VN \a J 

which is the probability that x > 0. But this probability is 1 — 91(0) = 
1 — 0.5 = 0.5. In other words, the "efficiency" of this test is such that 
it detects a vector v E K, (which is actually in fC) roughly half of the 
time. If we are to collect n — r linearly independent vectors in KL, then 
we must perform on average 2(n — r)q^ tests. 

Reliabil ity of the Test 

Let us now compute the probability that an answer to this question 
returns a false-positive; i.e., the question "^]v > /3(~ — 1)^ " returns true 
for f ^ /C. Here we must consider the probability that 

1 ^ 2 
M + - ^ X > / ? ( - ~ l ) , (5.14) 

where now /i = 0 and CT^ = i—^. For example, if we take a = 0.59 and 
j3 = 2"^ as in the examples given in [Fouque et al., 2005], then this is 
the probability that x > 0.9819, which is 1 - 91(0.9819) « 1 - 0.8369 = 
0.1631. This quantity gives us a measure of the "reliability" of this test 
in the sense that it tells us that roughly 16% of the n— r vectors that 
the test leads us to believe are in K, actually are not in K. Though this 
might seem like a serious problem, it can be remedied by repeating the 
test a few times, each time with a different set of vectors Wj,. . . , v'f^. In 
the example above, by taking %N vectors v[, performing the test 8 times 
with a new set of N vectors each time, and rejecting the vector v if any 
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of the 8 tests fails, the probability that we correctly conclude that v G JC 
is approximately 1 — (.1631)^ w 0.9999995. This in turn means that the 
probability that there are no false-positives among the final set of n — r 
vectors is approximately (1 - (.1631)^)^^° « 0.9999349. Therefore, if we 
perform 8 tests on Q igsi vectors, then the probability that we have 
n — r vectors in K, is approximately 0.9999349. 

We note that the above is a description of a modified version of Tech­
nique 1 from [Fouque et al., 2005] for which a much higher degree of 
reliability is obtained, though the basic idea is the same. In [Fouque 
et al., 2005] they do not necessarily require such a high level of reliabil­
ity from Technique 1 since they also use Technique 2 as a filter to find 
which of the elements from Technique 1 are actually in /C. 

Verifying Membership in /C Us ing Graphs 

Technique 2 from [Fouque et al., 2005] is essentially another test for 
membership in /C. A graph is defined whose vertices correspond to the 
elements w G /c" such that T{v) = 0; i.e., elements that may be in /C. 
We put an edge between vertices v,v' if and only if T{v + v') = 0. It 
is clear that all the elements of K, are connected; or in other words, the 
elements of /C form a large clique within the graph. 

In practice we do not need to construct the whole graph. Instead 
we can construct its restriction to A'' vertices. Since we are looking for 
vertices that correspond to n - r independent elements of /C, as long 
as A'' > ^ then it is very likely that the restriction will contain such 
vertices. The clique containing the elements of K, should contain at least 
PN vertices. Under the hypothesis that the probability that T{v+v') = 0 
is independent of the probability that T[v) = 0, the graph restricted to 
A'' vertices should have aN'^ edges. From the setting of the problem, we 
believe that such a hypothesis seems to be a very reasonable assumption. 

Except for the vertices corresponding to elements of /C, we expect 
that the edges are randomly distributed. Suppose a is the probability 
that there is an edge between two vertices where not both of them are 
in /C. Then from the general theory of random graphs [Bollobas, 2001], 
we know that the expected number of vertices in a maximal clique in a 
random graph of A'' vertices is given by 

IOKA^^ 
^ :^ + 0(loglogA^). 

log a 

Thus we see that if fJN is significantly larger than ^"^^-i, then it is likely 
that there is an unique large clique from which we can extract a basis 
of /C. When /3 <C a, this condition is equivalent to the condition that 
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N w /3-Mog/3-^ In this case, the complexity for finding a basis for IC 
is expected to be q'^^ log^ q^. 

It is pointed out in [Fouque et al., 2005] that though this technique 
seems to be more efficient than Technique 1, there is no max-chque 
algorithm that uses the fact that we have a random and dense graph 
with a very large clique. Therefore, for a practical attack against PMI 
the authors suggest using a mix of Technique 1 and 2. 

Cryptanalysis of P M I 
Let us now assume that we have correctly derived the kernel JC using 

some combination of the techniques described above. The rest is straight 
forward. We find a basis of JC perform an exhaustive search on all the 
coordinates according to this basis, which will give us r linear equations 
each time. Then we use Gaussian elimination on these r equations to 
derive a set of equations, which we can plug into the public polynomials. 
As we mentioned before, from the point of view algebraic geometry, the 
internal perturbation becomes just adding constants to the cryptosystem 
via the public key. We thus can solve the equations derived from any 
ciphertext using r linearization equations as in [Patarin, 1995]. Then 
we can use the linear equations to check which answer is the original 
plaintext. 

It is clear that an attack against the practical implementation sug­
gested by [Ding, 2004b] is now easily accomplished. With Technique 1, 
the complexity of the attack is a computation of order 0{nq^'^ + n^q'^), 
which can be bounded above by 2^^ with the proposed parameters in 
[Ding, 2004b]. For the specific PMI implementation suggested above, 
the complexity is actually 0{n^q^q^^'^^^''^'), which is of the order of 2^^ 
binary operations. The conclusion is that there does not exist a practical 
choice of the parameters which makes PMI secure. 

In [Fouque et al., 2005] this new attack is proposed and used to break 
MI using the original elements in the kernel of the transpose of the 
differential. They show that there exists a bilinear relation between the 
ciphertext and the kernel vector. Knowing the kernel allows an attacker 
to recover the plaintext by solving a linear system of equations. 

5.3 Inoculation Against Differential Attacks 
It is clear that differential analysis provides a very powerful attack 

against PMI. However, it is very easy to repair PMI using the Plus 
method. The resulting scheme, PMI-|- [Ding and Gower, 2006], resists 
the differential attack by adding a few additional polynomials. The MI 
cryptosystem itself is too "pure" in terms of the rank of the differen-
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tial as described in Proposition 5.2.1. One way to protect it is to add 
some additional "noise" to hide or mask this behavior, which is easily 
accomplished with the Plus method. 

PMI+ 
We will use much of the same notation as before. In particular, let 

F = Lio{F + F*)oL2 

be an instance of PMI, and let qi,.. .,qa he a polynomials of total degree 

two in the polynomial ring k[xi,..., Xn]- We append these a polynomials 

to the map F + F* to form 

We choose an invertible afRne transformation Li : fc"'"'"" —> /c"+", and 
redefine F by 

F — Li o F o Z/2-

The public key of the Perturbed Matsumoto-Irnai-Plus (PMI+) cryp-
tosystem consists of the n + a total degree two polynomial components 
fi of F. Clearly PMI+ is PMI with a additional random quadratic poly­
nomials (externally) mixed into the system by Li. The full description 
of PMI-I- is the same as PMI except for the decryption process. 

Decrypt ion 

To decrypt the ciphertext {y[,...,y'n+a)' '^^ must first compute 

{zi,...,Zn+a) = L^\y'l,•••,y'n+a)• 

We then set aside the last a coordinates that come from the polynomials 

qi,.. .,qa- Now we can continue the decryption process with 

{zi,...,Zn) 

as in the description of PMI. If this produces several candidate plain­
texts, we can use the polynomials qi, • • • ,qa to help decide which is the 
true plaintext. This is accomplished by simply evaluating the map 

Q0L2 

at each candidate plaintext, where Q = ((?i, . . . , ?a)- In other words, the 
extra a components serve the additional purpose of helping to determine 
the true plaintext from among the possibly q^ preimages of the given 
ciphertext. 

Before we examine the effect that the Plus perturbation has on the 
complexity of the differential attack we give a small example. 
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Toy Example 
We continue wi th t h e earlier example i l lus t ra t ing P M I , and use the 

addi t ional polynomial 

, , 2 2 2 2 2 

qi{x) = ax\X2 + a xix^ + ot x^x^ + axix^ + xi + a X2 + a X2X3 + X2 

+a^x\ + 0x3X4 + Q;^X3X5 + ax^ + x^x^ + ax^ + Xr, + 0x5 + a. 

T h e afhne t r ans fo rmat ion L2 from the P M I example can be reused as 
given and will result in 

(ji o L2{x) = a Xi + X1X4 + a x\x^ + a X2 + X2X3 + 0x2X4 + a X2X5 

+Q;^X2 + a ^ x l + 0x3X5 + X3 + X4 + a X4X5 + a X4 + X5 + 0x5 + a. 

On the o ther h a n d the cipher will now be six dimensional and we have 
t o select a new afhne t r ans fo rma t ion L i : 

L i ( x i , . . .,xe) = 

(a 
1 
1 
1 
1 

I a 

a 
1 
a 
0 
a 
0 

1 
a 
a" 
a. 
0 
1 

1 
0 

a 2 
a 2 

o 2 

0 

a 2 

0 

0 
1 
1 
1 

o\ 
0 
1 
0 
0 

a'' 

/xA 
X2 

X3 
X4 

X5 

\XG) 

+ 

(^\ 
0? 

a 

V o / 
W i t h these changes t h e public key becomes 

y\ = axf + X1X2 + a X1X3 + a X1X5 + axg + a X2X3 + a X2X4 

+X2X5 + X2 + ax\ + 0x3X4 + 0x3X5 + 0^x3 + X4 + X4 

+ 0 ^ x 5 + 1, 

1/2 = 0^x1X3 + 0 x 1 x 4 + 0x1X5 + 0^x2X3 + X2X4 + X2X5 + 0x2 

+0X3X5 + 0 X3 + X4 + X4 + X5 + O , 
2 2 

J/3 = 0X1 + 0X1X2 + X1X4 + 0X1 + X2 + X2X3 + 0X3X4 + X3X5 + X3 

+0^X4 + 0^X4X5 + 0^X4 + X5 + X5 + O , 

yi = X\X2 + X1X3 + X1X4 + 0^X1 + 0 X2 + 0^X2X3 + 0X2X4 + X2 
2 2 

+X3X4 + 0X3X5 + 0X3 + 0X4 + 0X4X5 + 0X5 + 0X5 + Q, 
2 2 2 

J/5 = 0X1X2 + 0X1X4 + 0X1X5 + 0X1 + O X2X3 + O X2X4 + O X2X5 
2 2 2 

+ 0 X2 + 0X3 + X3X4 + X3X5 + 0X3 + 0X4 + X4X5 + 0X4 

+ o x | + X 5 , 

J/6 = Xj + 0^X1X2 +X1X4 +X1X5 + Xi + x | + X2X3 + X2 +0X3X5 
2 2 2 

+0X3 + 0X4 + X4X5 + 0 X4 + O X5 + O. 
If t h e p la in text is again x = (0, o , 1 ,1 ,1) , t hen th is t ime t h e public 

key produces t h e cipher {y'i,y2,y'-i,y'4, J/5, J/e) = {a, 1, oi^, 1, " , " ) • 
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The decryption process starts with computing 

L^^{a, 1, a^, 1, a, a) = (a, 1, 0 ,1 , a^, a^) 

and it is scon that the hrst five components are those of y in (5.10). 
In our example we only changed Lj to accommodate the additional 
perturbation polynomial qi and thus the decryption continues as given 
in the example for PMI. 

The Effect of Plus Perturbat ion on K 
We begin with the case where gcd {0, n) = 1, so that dim (ker (!/„)) = 1 

for every v G JC. The fact that dim (ker (Ly)) ^ 1 for many v ^ IC is 
the very fact that Technique 1 exploits to compute K.. So the task is 
to perturb PMI with Plus so that dim (ker (Ly)) = 1 for nearly every 

Consider the effect on the linear differential Ly{x) upon adding Plus 
polynomials. We write My^a for the matrix associated with the linear 
differential obtained after adding a Plus polynomials, and in particular 
Myfi for the matrix associated with the linear differential Ly with no 
Plus polynomials. Let R{a) be the rank of the matrix My^a- Note that 
R{a) < n, since My^a v^ = 0 for any a. 

Suppose we add one more Plus polynomial (increase a by one) and 
consider the probability that R{a + 1) = R{a) + 1. Note that if R{a) = 
n - 1, then this probabihty is zero since R{a) < n. So we assume 
R{a) = n — i, where i = 2, 3 , . . . , n — 1. This probability is equivalent 
to the probability that we choose a new row-vector to be added to form 
My^a+i from My^a which is orthogonal to v and is not in the span of 
the row-vectors of My^a- The space of vectors orthogonal to v is of 
dimension n — 1, and the span of the row-vectors of My^a is of dimension 
n — i, hence the probability that R{a -f- 1) = /?,(a) -|- 1 will be 1 - 2-'"*, 
where i = 2,3, • • .,n — 1. Thus, if ns^a is the number of vectors v with 
dim(ker (M^^a)) = ^i for a given a and 5 = 1,2, . . . , n — 1, then we 
expect: 

ns,a+i = ns,a • 2^"^ -I- ns+i^a • (1 - 2~'^) 

In order to obtain the distribution for ns^a when a = 0, and to predict 
how large we must choose a in order to protect PMI-f- from the differ­
ential attack, we will use the language of Markov chains [Kemeny and 
Snell, I960]. Let P = [pij] be the n x n matrix with entries given by: 

iH=j; 

iii = j + l; 

otherwise. 
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For a fixed vector w £ fc"', pij gives the one-step transition probability 
from state Si to Sj upon appending a randomly chosen row vector to 
My^a, where state Sj corresponds to nullity(M„^a) = i. By nullity(M„_a), 
we mean the dimension of the solution space of the homogeneous linear 
equations defined by M^^a- Here Si is an absorbing state, and Sj is a 
transient state for all other i j^ 1. 

Let My be the matrix associated with MI for a given v. Without loss 
of generality, assume that L2 is chosen so that the perturbation Z is a 
function only of r variables, Adding the perturbation then 
is analogous to removing the first r columns of My and replacing them 
with r randomly chosen column vectors. Deleting r columns will increase 
the nullity to either r + 1 with probability ("" ) / ( " ) — 1 ~ n' °^ ^ with 
probability ( " l | ) / ( " ) = ^- If we then add r random column vectors 
to this matrix one at a time, the nullity will increase in accordance 
with the r-step transition probability matrix P^, where P^ is the top-
left {r + 1) X (r + 1) submatrix of P. In particular, if we let TTQ = 
( 0 , 0 , . . . , ^ , ! — ^) be the initial state distribution vector, then TTOP^ 

can be used to calculated the probability that nullity(M„_o) = i- For 
example, if n = 31 and r = 6, then these probabilities are given by: 

TTOP^ = 

( 0.350125 \ 
0.539086 
0.106813 

3.94582 X 10"^ 
3.01929 X 10-5 
4.67581 X 10"^ 

\1.17354 X 1 0 - " y 

Finally, to obtain the probability that nullity(M^^a) = *; we let TT' = TToP; 
and compute TT'P". 

In [Ding and Gower, 2006] experiments were performed to test the 
validity of this model. Each experiment was characterized by an in­
stance of PMI defined by the parameters ((/, n, r, &), the number of Plus 
polynomials a, and K randomly chosen test vectors. For each test vector 
V dim(ker (M|;_(j)). The table below reports the observed values (pre­
dicted values in parentheses) of n̂ ^̂  for the experiments performed with 
parameters (g, n, r, 0, K) = (2, 31, 6, 2, 2^ )̂ with a = 0 ,1 , 2 , . . . , 11. The 
predictions for a = 0 are obtained from the matrix TT' = TTQP^, while the 
predictions for a > 0 are obtained by using the observed distribution 
from a — 1 and the 1-step transition matrix Pj.. 



130 MULTIVARIATE PUBLIC KEY CRYPTOSYSTEMS 

a 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 

v^K. 
(5 = 1 

19003 (11304) 

25081 (25094) 

28548 (28534) 

30366 (30378) 

31334 (31314) 

31810 (31806) 

32040 (32046) 

32154 (32162) 

32208 (32219) 

32246 (32246) 

32263 (32266) 

32278 (32274) 

i = 2 
12182 (17404) 

6906 (6902) 

3660 (3676) 

1896 (1888) 

944 (965) 

473 (477) 

244 (238) 

130 (123) 

77 (66) 

39 (38) 

22 (20) 

7(11) 

(5 = 3 

1081 (3448) 

298 (287) 

77 (74) 

23 (19) 

7(6) 

2(2) 

1(0) 

1(0) 

0(0) 

0(0) 

0(0) 

0(0) 

& = A 

19 (127) 

0(2) 

0(0) 

0(0) 

0(0) 

0(0) 

0(0) 

0(0) 

0(0) 

0(0) 

0(0) 

0(0) 

veK. 
(5 = 1 

483 
483 
483 
483 
483 
483 
483 
483 
483 
483 
483 
483 

One may notice that the predictions for a = 0 are not as accurate 
as those for a > 0. This is likely due to the fact that the perturbation 
variables Zi,... ,Zr were chosen in a non-random way for convenience 
with the experiments. 

The problem now is to determine how large a must be in order to 
protect PMI+ against a differential attack. As was previously stated, 
the effect of adding Plus polynomials is to increase the value of a. In 
the example given in [Fouque et al., 2005], a w 0.59 and so the question 
"yljV > /3(- — 1)'̂  " is answered with a false-positive with the probability 
that X > 0.9819, which is 0.1631. Now suppose the attacker is willing to 
do as much as 2^"" work to correctly decide the answer to this test with 
this same probability. Then inequality (5.14) becomes 

X> 
a 

P 
a 

M 

If we assume that we are using Technique 1 as we have described it 
above, then the total work will be 

8N 
2(n - T)q'- ,2^+38.32 

0.1631 

If we want this to be less than 2 '̂̂ , then we must have w < 20.84. This 
implies that we must take 214-84 ( 1 ^ ) 3 / 2 ^ Qgg^g^ or a > 0.998962 
if we wish to thwart this attack. To compute the value of a necessary 
to insure a > 0.998962, we use the matrix P. In particular, we must 
compute a so that the first entry of irT" is greater than 0.998962. If we 
take n = 136, r = 6, and gcd (6*, n) = 1, then we must take a > 10. 

Finally, we consider g = gcd {9, n) > 1. li v G /C, then nullity(M,;^o) = 
g; otherwise nullity(M„_o) S {g — r,...,g+r}. We must now add roughly 
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g Plus polynomials just to get to a situation similar to the g = 1 case. 
Thus, by taking a « 5 + 10, we can protect the special case of 5 7̂  1 
from the differential attack. 

Using Filters with the Differential Attack and 
Other Security Concerns 

It remains to address Technique 2 of [Fouque et al., 2005] as explained 
above. As we have seen, the basic idea of this technique is to look for 
a maximal clique in the graph with vertices v G k'^ such that T(v) = 0, 
where two vertices v, v' are connected if and only if T{v + v') = 0. The 
hypothesis underlying a successful use of Technique 2 is that if we look 
at a big enough subgraph then the maximal clique in this subgraph will 
consist almost exclusively of vectors from IC. However, by increasing 
the value of a near one, this clique is now very likely to have many 
elements not in /C (in fact almost every element of k^ is in the clique), 
and therefore membership in this clique cannot be used as a reliable 
filter to Technique 1. 

Grobner Basis Attack on P M I + 
From the discussion above, it would seem that the larger a is (more 

Plus perturbation), the more secure the cryptosystem should be. How­
ever, we must be careful not to add too many extra polynomials since 
otherwise we may create a weakness to Grobner bases attacks [Courtois 
et al., 2000; Yang et al., 2004b]. Through computer experiments using 
the implementation of the F4 algorithm in Magma, it is shown in [Ding 
et al., 2005] that if we choose r = 6 and n > 83, then we can expect PMI 
to have a security of 2®° against a Grobner attack using F4. Since the 
analysis above shows that very few Plus polynomials are added to make 
PMI-I- resistant to the differential attack, the results about PMI carry 
over to PMI+. Therefore, in order to create a secure PMI+ scheme it is 
suggested that {q, n, r, 9) = (2, 84, 6,4) and a = 14. Other secure imple­
mentations include the now-salvaged scheme {q, n, r, 6) = (2,136, 6,8) 
with a = 18, or any {q, n, r, 9) with a = 11, g = 1 and n > 84. In [Yang 
and Chen, 2005b], PMI+ was implemented on the IBM 8051 platform, 
and it was shown to be a very efficient public key encryption scheme. 

Other Attacks on PMI-f 
Of course, it may be possible to attack PMI-|- by looking for ways to 

somehow separate the PMI polynomials from the Plus polynomials. If 
this were possible then the differential attack could then proceed as 
with PMI alone. However, this approach has yet to be successfully 
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applied to the MI-Plus-Minus scheme [Patarin et al., 1998], as we have 
no such method yet to differentiate between MI polynomials and random 
polynomials. Therefore, at this moment it seems unlikely that such an 
approach will be successfully applied to PMI+. 

5.4 Perturbat ion of HFE 
Internal perturbation has also been applied to the HFE cryptosystem 

[Ding and Schmidt, 2005a]. We have already discussed HFEv, which can 
be viewed as a scheme derived from HFE through the Vinegar external 
perturbation. An attack against HFEv has been demonstrated which 
can be used to purge the external variables. 

We will now present a new variant of HFE using internal perturbation, 
the so-called internally perturbed HFE cryptosystem, or IPHFE. The 
idea is to create the perturbation internally using only the plaintext 
variables without introducing any external variables. 

The notation will largely be as in Section 5.1. In particular, let k 
be a finite field with q elements, and let g{x) £ k[x] be an irreducible 
polynomial of degree n. For this construction it will not be necessary 
to assume that k is of characteristic two. Define K = k[x]/g{x) and 
(p : K —> fc" as before. Let r be a small integer with r > 1. 

Let Z : K —> K he a randomly chosen fc-linear map 

n-l 

Z{X) = Y,ZiX' 
i=0 

such that the dimension of the image space of Z is r. In other words, 
chose Z such that the nullity of the fc-linear map 0 o Z o ^"-^ from A;" to 
fc" is n — r. 

Now define the map F : K —> K by 

r2 i ri 

ri n—1 

+EE-̂ î '̂̂ ^̂ ' 
n—In—1 n—1 

+ EE"'i^''^''' + E/̂ '̂ ''+ '̂ 

where aij,bi, Cij, aij,Pi, j € K, Z = Z{X), and r2, r i are chosen so that 
g* + q^ if j < i < r^ and (f < D \ii < r\. 
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The map F : k^ —> k^ is defined by 

F = (j) o F o (l)~\ 

and the map F : fc" —> fc" is defined by 

F = Li o F o 1,2, 

where Li, L2 '• A;" —> /c" are two randomly chosen invertible affine 
transformations. The polynomial components fi, • • •, fn form the public 
key of the IPHFE public key cryptosystem. 

Publ ic K e y 

The public key for IPHFE consists of the following: 

1.) The finite field k, including its additive and multiplicative structure; 

2.) The map F, or equivalent, the polynomial components fi, • • •, fn-

Private K e y 

The private key for IPHFE consists of the following: 

1.) The invertible affine transformations Li, L2; 

2.) The internal perturbation map Z and the map F. 

Encryption 

To encrypt the plaintext message {x[,..., x'^), we simply compute 

{y'i^---^y'n) = F{x\,...,x^). 

Decrypt ion 
To decrypt the ciphertext (y^ , . . . , y^), first we compute 

W = r'oL^\y[,...,y'^). 

Now for each element Z' in the image space of the mapping Z, we 
substitute Z' into F to create a new polynomial Fz' • We then solve 

Fz'{X) = W. 

If this equation has no solution, then we must pick another Z' and try 
again. There are q^ choices for Z', and for each Z' it is very likely that 
the equation Fz' = W will have a solution. Thus it is very likely that 
we can complete this step. Let X' be a solution; we must check that 
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Z{X') = Z', otherwise we discard X' and start over. This last test will 
help eliminate most of the unwanted solutions. 

Once we have X', we compute the plaintext as 

ix[,...,x'J=L^'o<l>{X'). 

In general, we expect that it is very likely that we have only one 
solution. However, as with HFE, F is not necessarily injective. Therefore 
we can add values created by a hash function or use the Plus method to 
help find the true plaintext. 

A Practical Implementat ion of I P H F E 

It is suggested in [Ding and Schmidt, 2005a] that we should take K 
to be a degree n — 89 extension of the finite field k = GF{2) with g = 2 
elements. The parameters D = 9 and r = 2 are also suggested. In 
this case, one can choose the coefficients of X"^ "'"̂  to be zero. The size 
of the public key is approximately 50 KB, making this implementation 
comparable with any existing multivariate cryptosystem. The decryp­
tion process requires us to solve an equation of degree 16 over a finite 
field of size 2*^ four times, which can be done rather efficiently. 

Security Analys is of I P H F E 

In [Ding and Schmidt, 2005a], a brief argument is presented to claim 
that the existing algebraic attacks on previous multivariate cryptosys-
tems cannot be used efficiently against IPHFE, including the method 
used to attack HFEv. The intuitive reason is that the internal pertur­
bation is fully mixed with the original system and cannot be effectively 
separated out with the previous techniques. 

For example, consider the attack method of [Kipnis and Shamir, 1999; 
Courtois, 2001] for HFE. From the formula for Z we can see that F, when 
described as a polynomial of X, looks far more complicated than F in the 
HFE scheme. For IPHFE, F has all possible terms of the form X'^'+''^, 
and so the corresponding symmetric matrix of the associated bilinear 
form is expected to have a very high rank in general. In computer 
simulations in [Ding and Schmidt, 2005a], it turns out that the rank of 
this matrix is exactly equal to r + 1 -l-logg D. Therefore, it is conjectured 
that the rank of this matrix is always exactly equal to r -|- 1 -|- logg D, 
and it might be possible to prove this statement. 

Now consider the method of Kipnis and Shamir applied to IPHFE. In 
the fist step, the MinRank method is used to recover part of the key se­
cret key (namely Li) , and we know that for this step the computational 
complexity is 89^^^ > 2^-^°. Even if we suppose that this could be done 
and that we have Li , we have no idea what the matrix corresponding to 



Internal Perturbation 135 

the original polynomial F is due to the internal perturbation of Z. This 
situation is far more complicated than it is with HFE, and in particular 
we have no way of knowing what the null space is like, making recov­
ery of L2 impossible. Therefore the Kipnis and Shamir method, and 
in particular the MinRank method, cannot be used to attack IPHFE 
efficiently. Similarly, the attack used on HFEv cannot succeed due to 
the internal mixing of the perturbation resulting in an unknown matrix 
structure. 

It would seem then that the only possible efficient attack must use the 
XL or Grobner basis algorithms. Our preliminary computer experiments 
in this direction have shown that this may not be a promising approach, 
though more extensive experiments must be performed to confirm this. 
In order to fully understand how IPHFE can resist such attacks, we need 
to study how the attack complexity changes as r changes for a fixed D. 
Computer simulations should give us some reasonable way of estimating 
this behavior, but it is in general a rather time- and memory-consuming 
task. Recent results in [Diem, 2004] show that the new Grobner basis 
algorithm is actually more powerful than the XL method, which means 
that we can focus on how IPHFE behaves under an attack by Grobner 
basis algorithms. 

Overall, in accordance with the estimates of the attack complexity 
for each of the existing attack methods, the security of IPHFE should 
be at least 2^°. In [Ding and Schmidt, 2005a], it is speculated that 
the security could be even higher, meaning that the best attack method 
against IPHFE system will be the brute force checking of all possible 
plaintexts one-by-one. 

Efficiency 

Another issue wo should consider is that of the effect of internal per­
turbation on the efficiency of the scheme, since it could be argued that 
we can increase the security of HFE by simply increasing d. However, 
the problem with increasing d is that the computational complexity in 
the decryption process increases by a multiple of at least (P. On the 
other hand, internal perturbation actually allows us to decrease d (and 
still maintain the same level of security). In this way we see that IPHFE 
can actually be much more efficient despite the necessity of the searching 
process of size q^. 

5.5 Internal Perturbation and Related Work 
As mentioned above, internal perturbation is a very general method 

that can be applied to other MPKCs. For example, in [Wu et al., 2005], 
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internal perturbation was applied to the Hidden Matrix cryptosystem. 
However, as was pointed out in [Wolf and Preneel, 2005c], the application 
of internal perturbation may not always improve the cryptosystem if the 
system is not designed properly. More theoretical research in this area 
should be pursued. 

Recently Patarin [Patarin, 2006] proposed a totally new idea of build­
ing MPKCs called probabilistic MPKCs. For example, in a signature 
scheme, a signature is accepted whenever a substantial number of public 
equations are satisfied by the document and its signature. The construc­
tion of such an example in the paper is also closely related to the idea 
of internal perturbation. 

Also in the recent publications of Tsujii, Tadaki and Fujita [Tsujii 
et al., 2004; Tsujii et al., 2006], a new family of MPKCs with the name 
Piece in Hand inspired from the Japanese game Go (Wei-qi or Wei-chi 
in Chinese) was proposed, and it seems that some of their ideas are in 
spirit very similar to, or closely related to, internal perturbation. 



Chapter 6 

TRIANGULAR SCHEMES 

Among all the existing constructions of multivariate schemes, the tri­
angular family is a very special one whose origin really belongs to alge­
braic geometry. The Tame Transformation Method (TTM) cryptosys-
tem was first proposed by T. T. Moh [Moh, 1999a] with a patent in the 
US in 1998. The origin of this construction can be traced back to the 
work of Fell and Diffie [Fell and Difhe, 1986], who were unable to find an 
efficient and secure triangular scheme. A more general form of triangu­
lar map called "sequential solution type" was used by Tsujii, Kurosawa, 
Fujioka, and Matsumoto [Tsujii et al., 1986] to build MPKCs. However, 
these schemes were defeated by Hasegawa and Kaneoka [Hasegawa and 
Kaneko, 1987], and by Okamoto and Nakamura [Okamoto and Naka-
mura, 1986]. A similar form of triangular map was also used by Shamir 
[Shamir, 1993] to build signature schemes, but not long thereafter it was 
broken by Coppersmith, Stern and Vaudenay [Coppersmith et al., 1997]. 
The motivation for this family of schemes is based on the difficulty of 
decomposing a composition of invertible (nonlinear) polynomial maps. 
This is closely related to the famous Jacobian Conjecture. 

The focus of this chapter is on the cryptanalysis of the TTM cryp-
tosystem and the Tame Transformation Signature (TTS) schemes, which 
can be viewed as extensions of TTM. 

6.1 The Jacobian Conjecture and Tame 
Transformations 

The Jacobian conjecture is a celebrated problem in mathematics about 
polynomials in several variables. It was first proposed in 1939 by Ott-
Heinrich Keller. It was later promoted by Shreeram Abhyankar as an 
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example of a question in algebraic geometry that requires only basic 
knowledge of calculus to understand. The Jacobian conjecture is also 
one of Smale's problems [Smale, 1998]. 

Fix an integer n > 1 and a polynomial map G : C" —> C" 

G{xi,...,Xn) = {gi{xi, i)j • • • J dni^lt • • • 1 ^n))-

The Jacobian determinant J{xi,..., Xn) of the map G is the determinant 
of the n X n matrix [gij], where 

9ij 
dgi 
dxj 

is the partial derivative of gi{xi,..., x„) with respect to Xj. 
It is relatively straightforward to show that if G is invertible, then 

J ( x i , . . ., x„) must be a nonzero constant. The Jacobian conjecture is 
the converse for polynomial maps, which states that if J{xi,.. ., x„) is 
a nonzero constant then G is an invertible map. Several proofs for the 
two-variable case have been announced, but all were found to have fatal 
errors. If G is analytical then the statement is not true. 

One well-known family of invertible maps is the set of de Jonquieres 
(or triangular) maps. A map G : k"' —> k" is a de Jonquieres map if it 
is of the form: 

G[xi,..., Xn) 

(xi +gi{x2,...,Xn)\ 

X2 + 92{X'i,-..,Xn) 

Xn-1 + gn-l{Xn) 

where k is any field, and gi £ k[xi,..., Xn] are arbitrary polynomials. 
Due to the very special structure of de Jonquieres maps, the inverse 

can be easily (efficiently) calculated. Furthermore, because these maps 
are invertible, the closure of this set under composition forms a group. 
This group is called the group of tame transformations, and any invert­
ible map which is not tame is called a wild transformation. It is a highly 
nontrivial problem to find an example of a wild transformation, and the 
famous Nagata problem is such an example [Nagata, 1972]. 
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A more general form of triangular maps was used in [Shamir, 1993]. 
Such a map G is of the form: 

fxi • ? 1 ( X 2 , . . . , X „ ) +gi{x2,...,Xn)\ 

X2 •l2{x3,...,Xn) + g2{x3, • • • , X^) 

GiX) 
X-n—l ' '•n—l\Xn) + 9n~l \Xn) 

\ J 
where the functions U G k[xi,... linear (or affine) and the func­
tions gi e k[xi,... quadratic. Such a map G is called a sequen­
tially linearized map. It is clear that if the li are chosen to be a non-zero 
constant, then G is a de Jonquieres map. An even more general form of 
such a map is the case where /j G k[xi,...,x„] and the gi G k[xi,...,Xn] 
are rational functions. These maps are called the "sequential solution 
type," which were used much earlier by Tsujii, Kurosawa, Fujioka, and 
Matsumoto [Tsujii et al., 1986] to build MPKCs in the 1980s. 

6.2 Basic T T M Cryptosystems 
Suppose F : fc" —> /c" is a composition of I invertible maps Gi,... ,Gi 

F ( x i , , G i o ^ 2 o • • • o Gi{xi, ...,Xn) = {fi,..., fn), 

where each Gi is a map from /c" to A:" and / £ k[xi, 
suppose F has the following properties: 

,Xr,]. In addition. 

1.) Given (x' 1' e fc-, Fix[, is efficiently computed; 

2.) Given only the polynomial components / i , . . . , / „ of F, it is difficult 
to recover the composition factors Gi,.. .,Gi. 

If we further assume that it is computationally difficult to directly 
solve F{xi,. ..,Xn) = (y'l, • • •, y'n) with {y[,..., y^) G fc", then we can 
use F to build a public key cryptosystem. The TTM encryption schemes 
are built in this way using tame transformations over a finite field. 

In some sense all the previous constructions we have considered are 
built in this way. However, the fundamental difference between TTM 
and the other constructions we have seen is that TTM uses more than 
one nonlinear factor in its composition. If we consider public key size and 
the complexity of public computations, we would like F to be quadratic. 
Unfortunately this is something that seems to be very difficult to ac­
complish if we want to maintain a high level of security. The reason 
is that the degree of a composition of nonlinear tame transformations 
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normally grows very fast as the number of nonlinear composition fac­
tors is increased. In this sense, the TTM construction is one attempt at 
balancing the dual needs of security and efficiency. 

In [Moh, 1999a], a quadratic construction is obtained by using the 
embedding map i: /c" —> fc"* defined by 

i(Xi, • • . , Xji) = \Xi, . . . , X^i, U, . . . , Uj, 

and then defining F : /c" —> k^ by 

F{xi,. ..,Xn) = F o b{xi,.. . ,x„ ) . 

Here F : /c"* —> fc'" is defined as the composition 

F{xi,.. .,Xm) = (pi O (t)s O (f>2 0(f)i{xi, . . .,Xm), 

where 01, (/>4 are invertible linear maps and (t>2,(f>3 arc dc Jonquicres 
maps. Additionally, (f>2 is of degree two and 4>3 is of high degree (say 
> 8), and 0i is a map such that 

4>lixi, . . . , Xn+y) = {(pi{xi, . . . , Xn),Xn+l, . . . , Xn+v), 

where m = n + v and (pi is an invertible affine transformation on A;". It 
is clear that such a map F is invertible by construction. 

The key component in the construction of TTM is based on a special 
multivariate polynomial, often denoted by Q8{zi,.. .,zi), along with a 
special set of quadratic polynomials qi{zi,..., Zn), where i = 1,.. .,1. 
These polynomials are chosen so that the composition 

Qsiqiizi,. . ., zi),.. ., qi{zi,..., zi)) 

is quadratic in terms of the variables Zi, i = 1,.. .,1. These constructions 
are very interesting from both a theoretical and a practical point of view, 
and in particular from the point of view of algebraic geometry. 

Triangular-Plus-Minus Cryptosystems 
The first attacks on the first generation of the TTM cryptosystems 

use an approach which we have seen before, the MinRank attack . The 
very first attack on the TTM was presented by Goubin and Courtois 
[Goubin and Courtois, 2000]. In order to present their attack in a more 
general way, they first formulated a new family of cryptosystems that 
include all TTM schemes as a subfamily from the point of view of the 
MinRank attack. 

Triangular-Plus-Minus (TPM) cryptosystems are described by four 
parameters n, u, r and k, and an implementation with these choices is 
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denoted TPM(n, u, r, k). As usual, /c is a given finite field, and n, u, and 
r are non-negative integers such that n > r. In what follows, we will use 
the notation m = n + u — r. 

We first consider a map F from /c" to k'^ = /c"+"~'' such that 

F{xi,. . .,Xn) = {.hixi,. . .,Xn),. . . , / m ( . T i , , . .,Xn)), 

where 

/ l = a-'l + yi{'->:n~r+l, • • • , Xn) 

f2 = X2 + g2{xi; Xn~r+1, • • • , Xn) 

h = X'i + 5 3 ( x i , X 2 ; X n - r + l , •••,Xn) 

Jn—r ^^ Xn—r i §n—r\Xl, • • •, Xn—r—l! Xn—r+1) • • • j Xn) 

Jn—r+1 9n—r+l (,^li • • • ; Xj^i) 

Jn—r+u ^^ 9n—r+u\X\i • • • t Xn) 

and each gi (for 1 < i < m) is a randomly chosen quadratic polynomial. 
The public polynomials for an implementation of TPM(n, u, r, k) are 

given as the components of the map F : k^ —»• fc™ defined by 

F = L i o F o L 2 - ( / l , . . . , / m ) , 

where Lj : K^ —> k^ and L2 • /c" —> /c" are invertible afhne transfor­
mations. 

The set-up of this cryptosystem is just like what we have seen before. 
The secret key includes F, Li and L2. However the decryption process 
requires that we do a search of size q^ (we do a search on Xn-r+i, • • -^Xn 
variables when we try to "invert" F), where q is the size of k. 

Decrypt ion 

Given a ciphertext (y^ , . . . , y'^) G fc™, the plaintext can be obtained 
by executing the following steps. 

1.) Compute {wi,...,Wm) = / /^^(T/J , . . . , j / ^ ) . 

2.) For each r-dimensional vector (zn-r+i^ • • •, Zn) G k"^, compute in 
order the corresponding z i , . . . , Zn-r to derive the vector {zi,...,Zn) 
from the equations 

^i ^^ '^i ~ 9i\Zli • • • I -2'i —1) ^n—r+l i • • • i ^n)i 
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for 1 < i < n — r, and check if this vector indeed satisfies all the 
equations 

gi{zi,. . .,Zn) =Wi, 

[ov n — r + 1 < i < n — r + u. If the answer is negative, we discard 
this vector; if the answer is positive, then we proceed to the next 
step. 

3.) Calculate the plaintext as 

[Xi, . . . , X^) = Lg [Zi, . . . , Zn)-

Clearly the decryption process has a complexity of 0{rf), and there­
fore a TPM(n, w, r, fc) cryptosystem will be practical only if q'^ is not 
too large. li u > r and u - r is large enough, then there is a very high 
probability that F is collision-free, and thus the cipher F can be con­
sidered as an injective map from fc" into A;"+'^~''. This scheme has been 
considered and attacked by Fell and Diffie [Fell and Diffie, 1986] and by 
Patarin and Goubin [Patarin and Goubin, 1997]. The decryption pro­
cess of TTM does not require a search process of size q^. This explains 
why TTM is much more efficient than TPM and in this sense TTM is 
not a subfamily of TPM. 

It is not difficTilt to sec that TPM comes from a triangular construction 
by applying the Minus method (deleting r polynomials) and then the 
Plus method (adding u polynomials). The reason for this is that if we 
use only a triangular map, then there is no way that we can hide the one-
dimensional linear function in the span of the public key polynomials. 
This could be used to easily break the cryptosystem. Thus, the Minus 
and Plus methods are combined to improve the security (using Minus) 
and ensure the injectivity of the map (using Plus). 

The signature scheme proposed in [Shamir, 1993] is nothing but the 
Minus method applied to the sequential linearized map defined in (6.1) 
with u = 0 and r = 1. 

First Generation of T T M Cryptosystems 
The first set of the TTM cryptosystems was proposed by T.T. Moh in 

[Moh, 1999a; Moh, 1999b], who is an expert in the research on the Ja-
cobian conjecture. Let k = GF{256) be a finite field with 256 elements. 

The map (1)2 : A;"+'' —> A;"+'' with 

(f>2{xi, • • -^Xn+v) = (9!'2,l,- • •,4>2,n+v) 
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is defined by 

(t>2,2 = X2 + g2{xi) 

4>2;i = x^ + g^{xi,X2) 

(t>2,n = Xn + gn{xi, • • • , Xn~l) 

(t>2,n+\ = Xn+l + gn+l{xi, • • • , Xn) 

'p2,n+v ^ X^^y + gn+v{Xl) • • • j Xn-^-v—l)• 

The gi are specially chosen quadratic polynomials over k. Now define 
the map (t>3 : A;"+^ —> fc"+^ with 

where 

^ 3 ( a ; i , . . . , Xn+v) = (<?^3,li • • •,4'3,n+v), 

'/'3,1 = Xi+ P{Xn+l, • • • , Xn+v) 

h,2 = X2 + Q{Xn+l, • • • , ••J^n+u) 

</'3,3 = 2:3 

The P, Q are two polynomials of degree eight over k. Finally define 
$ : A:"+'' —> /;;"•+" by the composition 

^2 = h ° h = (^2,1' • • •' ^2,n+v), 

where 

*2 ,1 = Xi 

+ P{Xn+l +gn+l{xi, . . .,Xn), • • ., Xn+v + gn+v{xi, • • •, Xn+v~l)) 

^2 ,2 = X2 + g2{xi) 

+ Q{Xn+l +gn+l{xi, . . •,Xn),- • •, Xn+v + gn+v{xi, • . ., Xn+v-l)) 

^2 ,3 = X3+g3{xi,X2) 

* 2 , n = Xn + gn{x\, . . . , a^n- l ) 

^ 2 , n + l = Xn+l + 9n+l{xi, • • • , a;„) 
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M o h found a special way of selecting P, Q and gt such t h a t $2,1 and $2,2 
b o t h are quad ra t i c in t h e variables x i , . . . , x„ when the last v variables 
Xn+i, • • •, Xn^y are set equal t o zero. 

Denote j m o d 8 by [j], t ak ing 1 < [j] < 8. T h e de Jonquieres m a p 4>2 

is defined by 

i>2,i = Xi 

h,i = Xi + Xi^iXi^2 

02,i [i-1] + ^'[iJ^'fi-S] + ^'[i+l]^'i+6 

^2,i ^Xi+ X[j_i]X[j+i] + X[j]X[j_,.4] 

<?!>2,i = Xi+ X[i_^X[i+i] + X[i_f_2]X[i+^] 

4>2,i = Xi+ x} 10 
,2 

for i 

for i 

for i 

for i 

for i = 26, 

for i 

for i 

for i 

for i 

1,2 

3 , . . 

10,. 

18,. 

31, 

61 

62 

63 

<P2,61 = 2^61 + X^ 

^2,62 = a;62 + 3:61 

'^2,63 = 3̂ 63 + XJQ 

4>2fii = 3̂ 64 4- x^g for i = 64 

9!'2,i = Xj + gi_64(x9, x i i , . . •, a;i6, a;5i, 3;52, • • •, 3:62) for i = 6 5 , . 

(t>2,i = Xi+ qi-Q2{xio, .Ti7, . . . , .•Z;2Q, Xi5, 116, -Tsi, • • • , 3:60, 3:63, 3̂ 64) 

for i = 9 3 , . . . 

where the polynomials qi{zi,.. ., zig) are defined by 

,17 

,25 

,30 

,60 

.,92 

100, 

Q'l = ^1 + 2:22̂ 6 

q3 = 4 + Z4.Z10 

Qb = Z3ZU 

qr = Z4Z5 

qg = zj + ZgZg 

2 , 
911 = Zg + 214^15 

913 = ^lO^^ll 

915 = ^13 + 2^11^16 

917 = ^15 + ^11^17 

919 = 2^11 :̂12 

921 = Z7Z13 

q2 = Z2+ zszr 

qi = Z'iZ^ 

96 = ZiZ^ 

9 8 = ^ 7 + ^5^11 

910 = zl + Z12Z13, 

912 = ZTZW 

914 = ZI2 + ZTZS 

916 = ^14 + ^10^12 

918 = ^12^16 

920 = Zi^Zi^ 

922 = 2^8216 
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q23 = ^14^17 924 = Z7ZU 

q25 = Z12Z15 (726 = 210^15 

927 = ^12^^17 928 = 2̂ 112̂ 14 

929 = 2̂ 18 + 4 930 = 2̂ 19 + zfg. 

T h e other de Jonquieres m a p (ps is defined by 

03.1 = ^1 + Qsi^es^^ee, • • ••, 2^92, XQI, XQ2) 

03.2 = a;2 + Q8(a;93, • • •, a^ioo, a;73, • • •, 2:92, x^s, xai) 

(f)3,i = Xi for i = 3 , . . . , 100, 

where Qs : k^^ —> k is given by 

Qsizi, . . -TZSO) = Z-y 

+ {^2 + 2̂ 3 + 2:3^8 + 2:4^5 + ZQZ-^2 + 2^72^13) 

X (0^ + {ZIQ + Zi42:i5 + Zis,Zw + 2^20-221 + 2^22-224) 

X (2^1 + Zi62;i7 + -̂ 232^28 + 2;25^26 + Zi3Z27)) 

+ Z2Q + Z^Q. 

The map 01 is an invertible afHne transformation satisfying certain 
restrictions that in particular imply that 0i is a trivial extension of an 
afRne linear map (pi : k^'^ —> k^^. The most important consequence of 
these restrictions for what follows is that 

(^1 O t = i O 0 1 , 

where i : k^^ —> k^^'^ is the embedding map 

t(xi , . . . ,X64) = (xi , . . . ,X64,0, . . . , 0 ) . 

Finally (p4^ is an arbitrary invertible afhne map. To simplify the notation, 
we set 

01 = 01 O '-

021 = 02 O 01 O i 

0321 = 03 O 9̂ 2 O 01 O <-

02 = 02 ° '-

032 = 03 O (/)2 O t. 
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The components of (f)^2 are then given by 

<P'i2,l = 

9^32,2 = 

032,i = 

'i>'i2,i = 

h2,i = 

032,i = 

'^32,j = 

'^32,61 '' 

4>32fi2 '-

4'32fi3 

^32,64 

4>32,i = 

4>32,i = 

• Xi + Xg2 

•- T,2 + ^^4 

•^i ~r Xi--lXi—2 

Xi + a;̂ j_i] + a;[i]a;[i_5] + xji+ijXj+e 

Xi + X[i_i]X[i^^ + X[i]a:[i+4] 

Xi + a^[i~i]a^[i+i] + a^[i+2]^[i+5] 

Xi + X^_jQ 

" ^61 ~r -^g 
2 

= X-62 + Xgj 

= 6̂3 + xfo 
= X64 + ^63 

Xi + g i -64(X9 , X i i , . . . , Xi6, X51, X52, 

Xi + qi-92{xi0, Xi7, . . . , X20, Xl5 , X16 

for i = 3 , . . 

for i = 10,. 

for i = 18,. 

for i = 26,. 

for i = 3 1 , . 

• • • , X 6 2 ) 

for i = 65, . 

, X51, . . . ,X60 

for i = 93, . 

,9 

. ,17 

. ,25 

.,30 

.,60 

.,92 

X63i X64) 

.,100. 

This can be checked by direct computation. It is now clear that F is in­
deed quadratic. From the point of view of the MinRank attack the TTM 
cryptosystems can be viewed as a special case of the general TPM family; 
that is, they can be viewed as instances of TPM(64,38,2, GF(256)). 

6.3 The MinRank Attack on T P M & T T M 
The MinRank problem has already been introduced, including a way 

of solving it using determinant of certain submatrices. In this section we 
will present a different way of solving the MinRank problem [Goubin and 
Courtois, 2000]. Other methods are also presented in [Courtois, 2001]. 
Among all known methods, it is not possible to say which one is the best 
due to various considerations, for example the size of the finite field. We 
will now present the general idea of an attack on TPM(n, u, r, k). 

We assume that m = n + u — r is not too large compared with n, since 
otherwise the problem is easily solved. Also, from the TTM construction, 
let us assume that m < 2n. The key idea of the attack is to look at the 
structure of the polynomials as bilinear forms and to use the rank of the 
associated matrices. 

From the composition F = Li o F o L2, we know that L2 is just a 
change of variables and that Li mixes the polynomials together in such 
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a way that we cannot see the triangular structure. We begin by looking 
at the structure of F. 

Again, for each polynomial component 

fi = ^ A,ljXiXj + ^ Bi^ixi + Ci, 

with 1 < i < n, we can derive an n x n matrix, Aj. Let 

A j = Aj + Ai. 

For the case of odd characteristic, we have that the quadratic part of / , 
is actually equal to 

X^AiX, 

where X-̂  = {xi,..., x„). Â  is the symmetric matrix associated with / j . 
Similarly, for each component fi of F, we associate a symmetric matrix 

Bi. Because F is the public key, the Bj are known. 
Let 

L i ( x i , . . .,Xm) = (a-'i,.. .,Xm)\-i + ai 

and 
Z/2(x-i, . . •,Xn) = ( x i , . . . , Xn)\-2 + 32, 

where L2 is an n x n matrix and Li is an m x m matrix. Then we have 
m 

B* = I] [Li] i i (LiA,Lf). 
3=1 

This also gives us 

LiA,Lf = 5][L2],,B,-, 

where L2 = Lg and 

L2^(xi , . ..,Xn) = {Xi,. ..,X„)L2 + a2, 

with 32 = a2L2- From the definition we know that 

Ai = 

(6.1) 

(^ 
0 

0 
0 

Vo 
0 
0 

0 
0 

0 

i3lJ7i,n—r+1 
l3ljn,n—r+1 

0 
0 
0 

[^l\n-r+l,n- -r+2 

[^l\n,m.—l 

0 
0 
0 

[^l]n,n—r+ 

[3ljn,m—1 
0 
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and therefore the rank of Ai and Li Ai Lj is less than or equal to r. 
The reason that the diagonal terms are all zero is that the field is of 
characteristic two. 

To find the linear combination of Bj to derive Li Ai L^ is the same 
situation as in the case of the MinRank attack on HFE. This means 
that finding Li Ai L^ becomes exactly a MinRank problem. We will now 
present a different way of solving this problem using the structure of 
kernels of linear maps. 

Alternat ive MinRank Algori thm 

To find a solution of the MinRank problem, we execute the following-
steps [Goubin and Courtois, 2000]. 

1.) Let I be the integer defined by I = [—]• Randomly choose I vectors 
X[ i l , . . . ,XW. Let c be any nonzero element in k. Since 

dim (ker (c Li Ai i f ) ) =n- rank(c Li AiCf) > n - r, 

it is clear that the probability that X ^ G ker (c Li Ai L^) for all 
i = 1,.. .,1 is g"'''. 

2.) Suppose that we have chosen a set of / vectors X ' ^ ' , . . . , X''l all be­
longing to the space ker(cLi Aj L^). Then we can find a vector 
( A i , . . . , Am) e k"^ such that 

(X;A,B,)X[^U(0,...,Of, 
i = l 

for j = 1,.. .,1, by solving a set of In linear equations with m vari­
ables A i , . . . , Am- Since / = [ ^ ] , the solution space has dimension 
one with probability nearly 1, and can easily be found using Gaus­
sian elimination. 

To make second step work, we will need to do a search of size q . 
Therefore the complexity of the attack is 0{q'~''^m'^). 

Remark 6.3.1. This is actually a very general method of solving the 
MinRank problem under the condition that q^ is not too large. In fact, 
it will he very efficient if q''^'^ is very small. However, even if r is very 
small this method will not work well if q is large. 

Due to the triangular structure we can see that if /• is odd, then we 
expect that in general we will find the solution space to have dimen­
sion one; namely, we find the space c Li Ai L^, where c is an unknown 
constant. 
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If r is even, then we expect that the solution space will have dimension 
two. This is because any symmetric matrix with entries in a field of 
characteristic two and odd size will be singular. In this case the solution 
will give us the space ci Li Ai LJ + C2 Li A2 l-J, where cj, C2 are unknown 
constants. 

For the first case (r is odd), breaking the cryptosystem becomes very 
easy. From the matrix E = c Li Ai Lf, we find the row null space of E 
and a basis for this space, say vi,..., Vn-r- We then extend this basis 
to form a basis vi,...,u„. Let 

(^^1, •,Vr, 

Then we know that 

LEL^ 

/O 
0 

0 
0 0 E; 

0 E: 
n,n—r+l 

n,n—r+l 

E: n—r+l,n—r+2 

0 \ 
0 
0 

E: n,n—r+l 

n,m—l 

E;.™-I 0 J 

or 

- 1 

0 

0 
0 0 

0 

0 
0 

0 

F' 
rt,n—r+l 

F' 
n,n—r+l 

0 
0 
0 

F' 
n—r+l,n—r+2 

E' 
71,7 

7 1 - 1 

0 
0 
0 

F' 
n,n—r+l 

E' 
n,7n—1 

0 

- l ^ ^ 

/ 

Let V be the space spanned by the last r linear function components 
in ( x i , . . . , Xn)L~^, which is the same space spanned by the last r com­
ponents of ( x i , . . .,a;„)Li since Lj is invertible. We can easily calculate 
a basis of V of the form 

l<j<7i—r 
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ioT i = n — r + 1,.. .,n. 
Now we can proceed to defeat the system. Assume that an attacker 

has the ciphertext (yi, • • -jU'm)- Then we have m quadratic equations 
from 

( / l ( , T i , . . . , Xn): . . •, fm{xi,. . . , Xn)) = {v'l, • • •, j / ^ ) -

The attacker then, just like a legitimate user, will do a search of size g'' 
by letting {vn-r+i, • • •, Vn) range through all possible values in k"^, which 
gives us a set of r linear equations. Once we have this set of equations, 
we use them to do a substitution of Xi [i = n ~ r + 1,.. .,n) by Xj 
(i = 1 , . . . , n — r) from this set of equations. This substitution, from the 
point of algebraic geometry, is equivalent to restricting functions on a 
subspace, and thus F is equivalent to setting Xn-r+i, • • • ,Xn constant. 

Now we see that / i becomes a linear function. This means that after 
the substitution, the space spanned by the new set of m equations with 
n — r variables must contain one nontrivial linear equation corresponding 
to the equations derived from / i . Now we can substitute this new linear 
equation back in, and this time we will get another linear equation since 
this substitution is equivalent to setting Xi to be constant. Then we can 
repeat this process, which in the end gives us n easily solved linearly 
independent equations. 

One important point is that the search for linear equations in each of 
the steps above needs only be done once, which can then be used again 
in all the searches. After the first search, we just need to find u equations 
which are linearly independent from the equation corresponding to each 
linear equation we found. We then check at the end of each search to 
see if the solution we derive indeed satisfies these extra u equations. If 
this is so, then we have found the plaintext. 

In the case that r is even, things are only slightly more complicated. 
In the first step we do the same thing as above, except that we will not 
search for a linear equation, but instead equations of the form 

Y^ oiiXi + ^ I3ix1 + 7 = 0. 

However, we can easily covert these into linear equations due to the form 
of / i and /2. 

From this analysis we see that the most costly steps (in terms of 
computation) are solving the MinRank problem and searching for linear 
functions in the space of quadratic functions. In the cases of TTM, 
we can see that m and n are both relative small (namely, n = 64 and 
m = 100), so these steps will not be very expensive and can be done 
efficiently. 
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6.4 Another Attack on the First TTM 
Cryptosystem 

Ding and Hodges [Ding and Hodges, 2004] found a very different way 
to attack the first TTM cryptosystem using the structure of the polyno­
mial Qg. The strategy of the attack is to find, for any given ciphertext 
y' = ( j / j , . . . ,y'iQo), a linear subspace V C k^'^ such that V contains the 
unknown plaintext x' = {x[,..., Xg )̂ and F restricted to V coincides 
with a simpler function F : k^'^ —> k^^^ that is computationally invert-
ible. To do this we find a linear subvariety of k^'^ on which (̂ 3 applied 
to the image of 4>2i is essentially linear. 

To see what this entails, define 

Pl{xi,.. ., Xioo) = (Xes, • • • , Xg2, Xei, Xe2), 

P2{xi,.. .,a;ioo) = {X93, • • .,xioo,a;73,.. .,a,-92,X63, X64)-

Note that 

(^321)1 (a;) = (t>3{z) = <^2i(a;)i + Qs o Pi o 4'2i{x) 
( ^ 1 ) 2 ( 2 ; ) = (psi^) = <^2l(a:)2 + Q s O P2 O 4>2l{x) 

i4>32i)i{x) = (j)2i{x)i for i = 3 , . . . , 100. 

Therefore it suffices to find a linear subvariety on which the functions 
Qs ° PiO 4'2i{x) are constant. 

Define q : k^^ —> k^^, m : k^^ —> k^^ and pi : k^^^ —> k^^, for 
2 = 1,2, by 

q{xi,..., XIQ) = (gi(a ; i , . . . , x i g ) , . . . , g3o(a;i,. •., xig)), 

7 r i ( x i , . . . ,X64) = (x -9 ,Xi i , . . . , X i 6 , X 5 i , X 5 2 , . . • , Xe2), 

•K2ixi, . . . , X64) = (Xio, Xi7, . . . , X20, a;i5, X16, X51, . . . , X60, XQS, X64). 

Lemma 6.4.1. For i = 1, 2, 

Pio4>2 = PiO(f>'d2 = qoTTi. 

Proof. The fact that pi o 4)2 = q ° TTi ^s a. routine calculation. The 
remaining equality follows from the fact that Pi o cj)^ = pi. D 

We now break the polynomial Qg into components: 

Qsizi,. . . ,Z3o) = zf 

+ S{zi, . . .,Z3o)'^[Zg+Ti{zi, . ..,Z3o)T2{zi,.. .,Z3o)] 

+ ^29 + ^30! 
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where 

S{zi,..., 230) = Z2+ zl + Z3Z8 + Z4Z5 + zezu + zrzis, 

Ti{zi,..., Z30) = ZIQ + ZuZi^ + Zi^ZiC) + 220^21 + ^22^24, 

^2(21, . . . , Z2,Q) = zl^ + ZiQZn + 2232;28 + 2;25̂ ;26 + ^13^27-

It is easily verified that 

S{qi,...,qzQ) = Z2, 

T\{qi,...,qm) = 4 . 

T2(gi , - - - ,93o) = 4> 

and hence that Q^{qi,..., q^o) = zfg. 
First we find a linear subvariety on which S, Ti and T2 are constant. 

To do this we introduce a little more notation. Let C[A;̂ ]̂ denote the 
polynomial functions on k^^ and let C denote the subspace of linear 
functions. Set yi = f{xi,..., Xn). Denote by S the subspace of C[fc^^] 
generated by the set {yf 

'y] ,y'i ,yf A \ I < ij < lOO}. Consider the 
space CnS. li g E Cn S, then we may write 

"•ijVi yj + z^kyi +2^ciyi +d, 

for some aij, bi, c G k. For any specific ciphertext y' G k^^^, we may set 

9{y') = E -^Mfiy',f + E ^liy'if + E 'i(y'if + d-
iJ I I 

Define the linear subvariety Vi by 

Vi = V{g-giy')\gejrnS). 

The rationale for considering Vi is that the functions S'opjO(/»2, Tiopio(j)2 
and T20piO(l)2 are all constant on Vi. This fact is an immediate corollary 
of the following proposition. 

Proposit ion 6.4.1. The functions S"^ o pi o (f>2i, T-y o Pi o (f>2i and 

T2 o Pi° 4>2i all lie in Cos. 

Proof. Notice that 

Spi o 4)2{x) = S o q o 7ri(a;) = xj^, 

hence 5^ opio(p2{x) = (xfi)'^ = xu. But 5*̂  °Pio(I>21 = S"^ 0y9j0(^20^ 
and both S"^ o p^ o (f>2 and (j) are linear. Hence 5'^ o Pi o 02i G C. Now 
observe that 

S^ opio4)2i{x) = S'^ opio4>32i = S"^ opiO(l)-^oF{x) = S'^ opio4>-^{y). 
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Since pi o (/)J is linear and 

CC^\2S _ 2' . 2' , 2%28 , „2%26 , 2^ 2^ , 2%26 
^\^) —^2 + ^ 3 + ^ 3 ^8 + ^ 4 ^5 + ^ 6 ^ 1 2 + ^ 7 ^13; 

it is clear that 5*̂  ° Pi ° (i>2i = S'^ o p\ o (f)^^ o F ^ S. An analogous 
argument works for the other five cases. D 

It is easily verified that the six functions described in the above propo­
sition are linearly independent. Thus dim (£ fl <S) > 6. However we will 
not need this fact in what follows. 

We now repeat this procedure to restrict to a smaller linear subva-
riety. We define T to be the subspace of 0[A;̂ '*] generated by the set 
{yt/yhvi^ 1 I 1 < '« < 100}. Consider the space 

Cr = {g ^ C : g\vi = /i|vi for some h G T } . 

Proposi t ion 6.4.2. The functions Q^ ° PiO 4>2i belong to Cr-

Proof. The fact that Q | o Pi o (f>2i G ^ follows from the fact that 
Qsili, • • •, 930) = zfg. As in the proof of the previous proposition, 

Ql °Pl°^2l{x) = QI o/9iO(^32i(x) = QI op-iO(t>-^oF{x) = QI opiO(j)-^{y) 

and pi o (j)^^ is linear. Since 

Q8{zi,...,Z3o) = Z^ 

+ S{zi,..., Z3Qf[z^ + Ti{zi,..., 230)^2(2:1,..., 230)] 

+ 2̂9 + ^30: 

the previous proposition implies that Q^ o Pi o (p2i coincides with an 
element of T on Fi. D 

If 5/ G T, then we may write 

i 

for some aj, hi, Ci, d E k. For any specific ciphertext y' G k^^^, again set 
diy') = ^iO-iiVi)'^ + ^j(2/D^ + (^iiVi) + d- Define the hnear subvariety 
y C Vi by 

V = Vig-g{y')\gG£T). 

Theorem 6.4.1. The functions 

QsO PiO(j)2l, 
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for i = 1,2, are constant on the linear subvariety V. 

For a given plaintext x\ let aj = Qs ° Pi ° 4>2i{x')- Define cp'^ be the 
function with components 

h,i = xi+ai 

4>3,i = Xi for i = 3 , . . .,100, 

and let F' = (l>4 o cj)'^ o (j)2 o (j)^ o i. Then F and F' coincide on the linear 
subvariety V containing x'. Since F' is evidently of de Jonquieres type, 
we can invert F\y using the procedure described below, thereby finding 
the ciphertext x'. 

T h e A t t a c k P r o c e d u r e and I t s C o m p l e x i t y 

We perform three steps to derive the plaintext (x'^, . . . , Xg )̂ from the 
ciphertext ( j / j , . . •, J/ioo)- The first step is a common step for any given 
ciphertext. 

S t ep 1: Find a basis for the space Wi of solutions of the equations 

100 100 64 

j , i = i fc=i 1=1 

in the unknowns aij, hi, c, di. 

This system of equations involves 100 + 50 x 99 + 100 + 64 + 1 = 5215 
variables and 1 + 64 + (32 x 63 + 48) + (48 + 32 x 63 + (64 x 63 x 
62/6)) + (48 + 32 x 63 x 3 + (64 x 63 x 62/6) x 3 + (64 x 63 x 62 x 
61/24) = 812353 equations. Since the number of equations far exceeds 
the number of variables, we do not need to use all of the equations to find 
the solution. In practice we can randomly choose 8000 equations; the 
probability that we will not find the complete solution is essentially zero. 
Solving these linear equations involves row operations on an 8000 x 5215 
matrix. However, since we are working over a finite field with only 2*̂  
elements, the row operations corresponding to each column requires at 
most 2^ — 1 multiplications of any given row. On average, elimination 
of each variable takes (2^ — 1) x 8000/2 multiplications. Therefore the 
solution of these equations requires at most 5215 x (2^ — 1) x 8000/2 w 2^^ 
computations on the finite field k. Moreover this step is independent of 
the value of the ciphertext y'. 

Since we are working over the fixed field k, we can perform the com­
putation of multiplication on k by first finding a generator g of the 
multiplicative group of k, storing the table of elements of k in the form 
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(7', then computing the multipKcation by two searches and one addi­
tion. This will improve the speed by at least a factor of two. Thus, this 
preliminary step takes at most 2"^^ computations. 

Step 2: Step 1 yields a set of equations of the form 

64 100 100 

^ diXi = ^ aijyf Vj + ^ biyf + c. 
i=l i,j=l 1=1 

For a given ciphertext {y'l, • • -,1/100), we substitute these values into the 
right hand side to derive a set of linear equations in Xj. Solving this 
system by Gaussian elimination enables us to eliminate a certain set 
of the Xi, say M of them, by expressing them as linear expressions in 
the remaining variables. We may then substitute these expressions into 
the yi to produce a new set of functions jji, for i = 1 , . . . , 100, in the 
remaining 64 — M variables. 

This process corresponds to the identification (as a vector space) of 
the linear subvariety Vj described in the previous section. 

Step 3: Find a basis for the space of solutions of the system of equa­
tions 

100 100 100 6 4 - M 

i = l i=l i = l i = l 

in the unknowns ai,bi,Cj and d. We then repeat the procedure of Step 
2. Each element of this basis yields an equation of this form into which 
we can again substitute the ciphertext. This gives a system of linear 
equations which we can again solve to eliminate further a set of say M 
variables by linear substitution of the solution into yi, which we denote 
as yi. 

For the first part, the number of variables is 301 and the number of 
equations is 3 x ((64 - M)(64 - M + 3)/2 < 5307. The computation in 
this step takes no significant time compared to that of Step 1. 

The span of the remaining Xi forms a vector space that we identify 
naturally with the linear subspace V described above. 

Step 4: We now proceed to "invert" F\v by solving the system of 
polynomial equations yi — y[ = 0. Since the map F\v is of de Jonquieres 
type, the vector space spanned by the polynomial functions yi — y[ inter­
sects C nontrivially; i.e., it contains a linear function of the Xi. This 
enables us to substitute for one of the Xi, thereby reducing the number 
of variables. The nature of a function of de Jonquieres type enables us 
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to iterate this process. This elimination process enables us to find the 
coordinates x\ of the plaintext corresponding to the variables involved in 
the tji. We use the linear equations derived in the previous steps to find 
the remaining coordinates. 

Again, this procedure takes no significant time compared to that of 
Step 1. Thus the four steps together require at most 2^^ computations. 
Finally, we note that this attack, as well as the MinRank attack, can 
also be applied to the new TTM schemes proposed later [Chen et al., 
2002]. 

6.5 Attacks on the New T T M Cryptosystems 
Later, new TTM schemes were proposed [Chen and Moh, 2001] that 

can resist the attacks in [Goubin and Courtois, 2000]. However, Ding 
and Schmidt [Ding and Schmidt, 2004] show that actually all existing 
implementation schemes for the TTM cryptosystem at the time have a 
common defect that make them insecure. For the case of the two new 
TTM implementation schemes in two different versions of the paper 
[Chen and Moh, 2001], this defect is used to defeat the schemes. The 
key idea of this attack comes from an observation that we can extend 
the linearization equation method of Patarin [Patarin, 1995] to attack 
all the TTM implementation schemes. 

From the construction of the TTM implementation schemes, it is dis­
covered that for all the existing TTM implementation schemes there 
exist many linearization equations that arc satisfied by the quadratic 
polynomials yi of the TTM cipher F. For example, for the new im­
plementation scheme [Chen and Moh, 2001] (the revised version on 
lACR ePrint archive; the former version has a different implementation 
scheme), where m = n + 5 2 , all the linearization equations are computed 
that the dimension of V is actually 347, where V is the linear space of 
all the linearization equations satisfied by the quadratic polynomials j/j. 

This is the source of the common defect among all the TTM imple­
mentation schemes at that time, since the existence of the lineariza­
tion equations means that for a given a ciphertext (y^ , . . . , j / ^ ) , we can 
immediately produce some linear equations satisfied by the plaintext 
( x j , . . . , x^). For the case of the revised implementation scheme [Chen 
and Moh, 2001], it is shown that with probability 

^ ^ 1 ^ > 1 - 2 - 8 2 
212x8 

the linearization equations will produce 17 linearly independent linear 
equations satisfied by Xj. 



Triangular Schemes 157 

From this case, we can move one step further by performing a sub­
stitution of these 17 linear equations into j/j, which makes yi quadratic 
polynomials with 17 fewer variables, which we denote by (xy^, • • •, Xy^^^). 
Now F becomes a new map F : fc"~^'^ —> /c™, which can be rewritten 
as 

F = <̂4 o (/)2 o $1 , 

where (f)^ (invertible) and $ i (injective) are some afhne linear maps. The 
procedure of the substitution of the 17 linear equations eliminates one 
of the composition factors of the de Jonquieres type. Then solving the 
equations F = {y[,...,y!^) for the given ciphertext becomes straightfor­
ward due to the triangular form of the de Jonquieres type of maps. It is 
accomplished by an iteration of the procedure of first searching for linear 
equations by linear combinations and then linear substitution. Finally, 
the plaintext can be derived by substituting the solution of the values 
of ( x „ j , . . . , Xt,3j) into the original 17 linear equations. 

For the practical example m. = 100 proposed in [Chen and Moh, 2001], 
it is shown that it takes about 2^^ computations on a finite field of size 
2* to defeat the scheme. Similarly, the new TTM scheme in the original 
version of [Chen and Moh, 2001] can be defeated. 

The N e w Scheme 

We will now present the new scheme in the revised version of [Chen 
and Moh, 2001]. First the finite field k is of size 2® and m = n + 52. 
The map F is defined by 

F = (f)4^ o (l>s o ^2 0(l)l{xi,. . . ,X„+52), 

which are maps from the (n 4- 52)-dimensional space to itself defined 
in [Chen and Moh, 2001]. The maps (f)i = (<^i,i,..., 4'i,n+52) and ^4 — 
(^4_i,..., ^4_„+52) are invertible affine linear maps, and (j)i^i — x^, for 
i> n; (p2 and 4>i are nonlinear maps of de Jonquieres type. 

The map 

F{xi ,...,Xn) = (J7i,. . . , yn+52) 

= 4>4: o h ° 4>2 o (pi {xi, X2, . . . , a;„, 0 , . . . , 0) 

= (/>4 0(/>3 0< 2̂ o * i ( a ; i , . . . , x „ ) 

is the cipher, which is public, whereas (l)i and (̂ 4 are private. The map 
$1 {xi,..., Xn) = 4>i {xi, 2:2,. . . , Zn, 0 , . . . , 0) is an injective map from /c" 
to k^^^"^. In the expansion formula, the components yi of the map F 
are degree two polynomials of variables (x i , . . . , x„). 

In [Chen and Moh, 2001], it is proposed that n = 48 and m = 100 are 
good parameters for practical applications. It is also claimed that the 
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MinRank m e t h o d in [Goubin and Cour to is , 2000] has a computa t iona l 

complexity far g rea te r t h a n 2^*. 

In this scheme, ^2(a;i , • • •, Xn) = {4>2,i, • • •, ^2,100) is given as 

<P2,1 = Xi, 

h,i = Xi + fi{xi,. . . , X i _ l ) , 

(t>2,i = qi-4l{x38,- • -,3^48), 

02,i = Xi + (/ j-4l(a;38; • • • ) *'48), 

02,i = a;i + %_72(x36 ,a ;3g ,a :4o , . 

02,i = Xi + gi-80(a;34, 2:39, 3^40, 

02,i = â -'i + %-88(a;32i ^'391 2:40, 

Now define Qs = QsC^i, • • •, 235) by 

Qs = (-^5^13 + 28^14) (̂ 19^^32 + ^;2(2l8 + 224))^(^20^19 + 2:23^18) 

+ (^32^3 + (^18 + 2:24)2;2l)^(^;222l9 + ^23^24) (^9^13 + ^S^^is) 

+ a\{{z2bZ2& + Z27Z28){zeZ2g + zrzie) 

+ {ziozso + znz3i){zuzi + ^18^4)) 

+ aP(^6^33 + 2342:7 + 25^35 + ^14212), 

where 

a;45,a;37, 2:47, X48), 

a;45, 3^35,2:47, 2^48), 

a-'45,a-'33,a;47, X48), 

i = 2,. 

i = 42, . 

i = 49, . 

i = 77,. 

i = 85, . 

i = 9 3 , . . . 

, . , 41 

. . ,48 

. . ,76 

. . ,84 

. . ,92 

,100. 

( 7 i ( z i , . . 

53(21 , •• 

9 5 ( 2 1 , . . 

' 7 7 ( 2 1 , . . 

9 9 ( 2 1 , . . 

9 1 1 ( 2 1 , . 

9 1 3 ( 2 1 , . 

9 1 5 ( 2 1 , . 

9 1 7 ( 2 1 , . 

9 1 9 ( 2 1 , . 

9 2 1 ( 2 1 , . 

9 2 3 ( 2 1 , . 

9 2 5 ( 2 1 , . 

9 2 7 ( 2 1 , . 

9 2 9 ( 2 1 , . 

9 3 1 ( 2 1 , . 

. , 2 1 1 ) = ZiZ2 + aiZ5, 

• , 2 i l ) = 2 2 2 5 + 0 1 2 : 7 

• , 2 i i ) = Z1Z5 + aiZg 

. , 2 1 1 ) = 22^9 + aiZu 

. , 2 1 1 ) = ZIZ3 

..,zii) = ^42:9 + a i 2 i 

• • , 2 i i ) = 23211 + a i 2 i o 

• •, 211) = 23210 

. . , 2 1 1 ) = 2728 + a i 2 7 

. • , 2 l l ) = 2223 + a i 2 7 

. . , 2 1 1 ) = 2425 + a i 2 6 

. . , 2 1 1 ) = 2325 + a i 2 8 

• • , 2 1 1 ) = 2:628 + 0325 

. . , 2 1 1 ) = 2526 

. . , 211) = 22211 

• • , 2 i i ) = 2 7 2 1 0 + a i 2 i i 

9 2 ( 2 1 , . . 

9 4 ( 2 1 , . . 

9 6 ( 2 1 , . . 

9 8 ( 2 1 , - . 

9 1 0 ( 2 1 , . 

9 1 2 ( 2 1 , . 

9 1 4 ( 2 1 , . 

9 1 6 ( 2 1 , . 

9 l 8 ( 2 l , -

9 2 0 ( 2 1 , . 

9 2 2 ( 2 1 , . 

9 2 4 ( 2 1 , . 

9 2 6 ( 2 1 , . 

9 2 8 ( 2 1 , . 

9 3 0 ( 2 1 , . 

9 3 2 ( 2 1 , . 

. , 2 l l ) = 2 3 Z 4 + a i 2 6 

• , 2 l l ) = 2427 + a i 2 8 

. , 2 1 1 ) = 2122 + a i 2 i o 

. , 2 l l ) = 2329 + a i 2 i 

• , 2 i i ) = 2 i 2 7 + a i 2 9 

. , 2 1 1 ) = 2729 + 0121 

. , 2 1 1 ) = 2 5 2 1 0 + a i 2 i i 

. , 2 1 1 ) = 22210 

. , 2 1 1 ) = 2527 + 0122 

• , 2 l l ) = 2528 + 0125 

. , 2 1 1 ) = 2328 

• , 2 l l ) = 2327 

• , 2 l l ) = 2226 

• , 2 l l ) = 2:627 + 0322 

. , 2 n ) = 24211 + a i 2 i o 

. , 2 1 1 ) = 2326 + 2526 + 0124 
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q33{zi,- • •,zn) = zgzn q34{zi, • • •, zn) = ZSZIQ 

q35{zi,---,Zu) = Z7Z11 +aiZio, 

ai and 03 are any two nonzero elements in the field k, and the quadra t i c 
functions / i ( x i , . . . , Xj- i ) are chosen a t r a n d o m . 

T h e m a p ( ^ 3 ( x i , . . . , x„ ) = {(/i-s^i,..., (/)3,ioo) is given as: 

03,i = ^i for i = 5,..., 100 

(p3,i = X4 + Ri{xi,..., xioo) for i = 1,2, 3,4, 

where t h e R.i{xi,..., .xioo) = Ylij=i Pi,jPj ^^^ l inearly independent , and 
t h e Pi, for i = 1 , 2 ,3 , are given as 

Pi = Q8{X42, • • •: a-'45, a-'101-8i, • • •, ^'lOS-Si) ^'54, • • •, a-'Te) 

-P4 = <58(a;42, • • •,X7e)-

R e r a a r k 6 . 5 . 1 . In the new version of [Chen and Moh, 2001], the poly­
nomials Qs and qi actually have three free parameters ai, 02 and a^. It 
turns out that in order to make the cipher F have degree two, one must 
make ai equal to 02- We will assume this condition. 

Because the specific form of (j)i, we can wri te : 

lt>l{xi,X2,...,X4s,0,...,0) = ^i{xi,...,X4s) =no4>i{xi,...,X48), 

where n is t h e s t a n d a r d embedding t h a t m a p s k"^^ in to k^^^ 

7r (x i , . . . ,X48) = ( X i , . . . ,X48,0, . . . , 0 ) , 

and <^i (x i , . . .,X48) = (<^i , i (x i , . . . , X 4 8 ) , . . . , ^i,48(a;i, • • •,3^48)) is an in-
vert ible affine linear t r ans format ion from K'^^ t o itself. 

Let ^3 o (1)2 o TT = (f)32- T h e n 

F ( x i , . . . , X48) = ^4 O h ° (f>2 O h {Xl, X2, . . . , X48, 0, . . ., 0) 

= 4>4 ° h ° h O '^ ° 4>l{xi, • • • , X48) 

= (p40(f>32 °(t>l{xi,.. . ,X48). 

Let <^32(a;i,.. . , X48) = (^32,1, • • •, fe.ioo)- T h e n 

^32 ,1 = Xl + ai'^/3i^4(x38X48 + X47X46) 

+ «!"* X^/3l,j(a;38-2jX48 + a;39-2jX47) 
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h2,i = Xi + fi{xi,...,Xi_i) + al'^ Pi ̂ 4{X3SX4S + X'iTX.m 

^32,i = a;i + / i (a ; i , - • -^a^i-i) 

^32,i = 17 -̂31 (a;38, • • -,•^48) 

^32,i = %-3l(a^38, •• -,2:48) 

^32,i = gi-72(a;36,a:39, a;4o, 

^32,i = gi-85(a;34,a;39, a;40 

> a;45, 3^37, 2:47, â 48J 

2^45,3:35, a;47,2;48) 

fe.i = ft-93(a;32, 2:39, 0:40, 

for i = 2, 3,4 

for i = 5, 6,. 

for i = 4 2 , . . 

for i = 4 9 , . . 

for i = 77 , . . 

for i = 8 5 , . . 

for i = 9 3 , . . 

. . , 41 

. ,48 

.,76 

. ,84 

.,92 

.,100 

T h e formula above is due to the fact t h a t 

Q8('7i, • • •, 935) = al'^izdZw + zjzu), 

which is the reason why F has degree two. 

T h e B a s i c I d e a of t h e C r y p t a n a l y s i s 

T h e new a t t ack s t a r t s from t h e observat ion t h a t all t he qi are very 
simple quad ra t i c polynomials having only one quadra t i c t e rm. In th i s 
case, Qs has 35 variables and t h e qi have 11 variables. For example we 
have 

Q9 = 21^3, Qi5 = Z3Z10, 

which implies t h a t 

zwq9 - ziqi5 = 0. (6.2) 

In th is implementa t ion scheme, t h e m a p (̂ 32 has four sets of qi as 
i ts componen t s (with intersect ions) . Since F is derived from ^32 by 
composing from b o t h the left side and t h e r ight side by an invert ible 
linear m a p , (6.2) above implies t h a t we mus t have l inearizat ion equa t ions 
for t h e yi, t h e components of F. Th i s means the re is a possibili ty of using 
such l inear izat ion equat ions to a t t ack th is scheme, which is t h e m e t h o d 
used by P a t a r i n t o defeat t h e M a t s u m o t o - I m a i scheme [Patar in , 1995]. 

Let V denote t h e linear space of t h e l inearizat ion equat ions 

n,m, n m 

y ^ aijXiVjixi,..., x„) + ^ biXi + ^ Cjyj{xi,..., Xn) + d = 0, 
i—l,j = l i—1 j=l 

satisfied by j/j of F, and let D be i ts dimension. Let V denote the l inear 
space of the l inearizat ion equat ions satisfied by 4'32,i{xi,...,X48) of ^32; 
namely. 

^ aijXi<i)32,j{xi,.. . , X 4 8 ) + X ^ ^ i a ; i + X^Cj'?i32,j(a;i,. , X48)+d = 0, 
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where D is the dimension of V. 
Further define 

and let V denote the Unear space of the hnearization equations satisfied 
by 4>'32,i{^i, • • •, a;48) of (̂ 32; namely, 

n,m n m 

y ^ aijXi(i)32,j{xi, . . . , X4s) +'^hxi + Y^Cj4)32,j{x\, • . . , X 4 8 ) + d = 0, 
i—l,j=l 1=1 j=\ 

where D is the dimension of V. 
Now let 4>i^i denote the components of 04, and let (pi^i denote the 

components of (j)\. Let ((/)J )j denote the components of 0 J , and let 
{4)^ )i denote the components of (j)^ . 

Let M be the map from F to V' that maps an equation: 

^ a j j X i ^ 3 2 , j ( x i , . . .,X48) + ^ & i X i + ^ % 0 3 2 , j ( x i , . . . , X 4 8 ) + d = 0, 

to the equation 

^aijXi{4>1^)j{yi{xi,.. .,X48),.. .,yioo(2;i,. • .,X48)) + ^ 6 j X i 

+ X^cj((^J^)j(2/i(xi,. ..,X48), ...,yioo(a^i,---,a;48)) + d = Q, 

and let M be the map from F to V" that maps an equation: 

y ^ aijXi(f)32,jixi, . . . , X48) + y ^ 6jXj + y ^ C^<^32,j(xi, . . . , X48) + J = 0, 

t o the equat ion: 

X ] ^ij'^l,i(2^1' • • • ' a^48)<^32j(2:i, • • • , ̂ ^48) + ^ ^j^l,i(a;i, • • • , X48) 

+ '^Cj4>32,j{xi,. . . ,X48) + d = : 0). 

T h e o r e m 6 .5 .1 . M and M are invertible linear maps and D = D = D. 

The proof follows from the fact that both ^4 are (̂ 1 are invertible 
affine linear maps. Essentially, the map M is a change of basis of x, and 
the map M is an affine linear transformation of the substitution of ^32,1 
by t/j. This means that we only need to find D to obtain D, and this 
can be done by direct computation [Ding and Schmidt, 2004]. 

To do so a general realization of the field k was chosen; namely k = 
GF(2)[x]/(x*^ + x^ + x^ + X + 1). Because ai and 03 can be any nonzero 
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constants, we choose them both to be equal to 1. Then randomly choose 
fi{xi,.. .,Xi^i), for i = 2 , . . . , 41 , to be quadratic polynomials over k, 
and the pij randomly in k (but satisfying the condition that the Ri be 
linearly independent). In [Ding and Schmidt, 2004], ten different choices 
of sets of fi{xi,..., X4s) and Pij were computed and for all ten choices 
we found that: 

1.) 5 = 347. 

2.) All linearization equations are of the form 

"y] ^ aijXi(j)^2,j{xi, . . . , X48) + ^ biXi + ^ Cj(^32,j(xi, . . . , X48) 
i>31j>41 i>31 i>41 

= 0, 

and the polynomials (?!'32,j(a;i, • • • ,a^48),i > 41 are polynomials of 
only 17 variables Xi, i > 31. 

Though we may have such a large number of linearization equations, 
we are not sure how many linearly independent equations they will pro­
duce for a given ciphertext y^. 

Let ( x j , . . . , x'^g) be an element in fe*^. Let ŷ  = Viix'i,..., x'^g) and 

'^''32 i ~ 'p32,iixi, • • •, x'^^). Let U be the space of linear equations derived 

from substitution of yi by the values yl in V. Let U be the linear 

space of linear equations derived from substitution of (}f)32,i by the values 

'?̂ 32 i ^^ ^- Let U be the linear space of linear equations derived from 

substitution of ^Z2,i by the values (f>'^2 i ^-^^ Xj by {(t>i^)i{xi,..., X48) in 

V. 
For a linear equation ^ ^ aiXi + 6 = 0, we define M to be the linear 

map that maps the equation: 

48 

2 J aiXi + 6 = 0 

to the equation: 

48 

^ a i ( ( ^ i ) j ( x i , . ..,a;48) + 6 = 0. 
i=l 

Theorem 6.5.2. The dimension of U is equal to the dimension of U, 
the dimension of U, and the dimension of U. 

U = U = M{U) 
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Proof. This is proven easily by using the maps M and M. D 

All linearization relations in V are expressed in the last 59 compo­
nents (t>32j{xi,..., X4s), j > 41 and they are all expressed in terms of 
the quadratic polynomials qi. They involve only the last 17 variables 
Xi, i = 32,..., 48. In [Ding and Schmidt, 2004], 200 samples were taken 
of randomly chosen values X32, S33 , . . . , x'^g for 2:32,..., 3:48. The corre­
sponding values of ^32,j, j > 41 were computed for these Xgj, S33 , . . . , x'^g. 
Then the values of ^32,j,.? > 41 were substituted into the 347 lineariza­
tion equations. It was found out that these 347 linearization equations 
in V produce 17 linearly independent equations for Xi, i > 31, and by 
solving these equations the values for Xj — x^, i = 3 2 , . . . , 48 are recov­
ered. 

Then we can notice that if all the Xi are set to zero, which implies 
that ^32,i(0,.. . ,0) = 0 for any i, and the linearization equations in V 
will not produce 17 linearly independent equations at all. So instead 
of choosing the values randomly, we chose (^32, . . . , X4g) with many of 
them to be zero. In [Ding and Schmidt, 2004] we discovered that as long 
as at least five of the X32,.. ., X48 are not zero, then by substituting the 
corresponding values of <^32,j,J > 41 into the 347 linearly independent 
linearization equations in V these 347 linearization equations will pro­
duce 17 linearly independent linear equations whose solution gives us 
the values of Xi = xj for i = 3 2 , . . . , 48. Among all the possible values of 
Xi, i = 3 2 , . . . , 48, the probability that at most five of them among the 
Xj, 'i = 3 2 , . . . , 48 are nonzero is 

/-iS o5x8 /^5 

217x8 212x8 

Therefore we have a probability of 

1 - ^^^ > 1 - 2-^2 ^ 2^2x8 ^ ^ ^ 

that the linearization equations will produce 17 linearly independent 
equations for a given set values of ^32,1- Solving these equations will 
recover the value of X32,. . . , X4g, if we are given the corresponding values 
of 032,j for j > 41. 

With the previous theorems, we can conclude that with probability 

1 - '^1^^ > 1 - 2-^2 

the linearization equations of yj in V will produce 17 linearly independent 
equations satisfied by x̂  for a given ciphertext (y^ , . . . , J/JQQ). This is 



164 MULTIVARIATE PUBLIC KEY CRYPTOSYSTEMS 

the first step of tfie new attack. Here we sliould emphasize that the 
stateraent about the probabihty to derive 17 Hnearly independent linear 
equations from a ciphertext is based on computational experiments not 
on any theoretical argument. Though it seems possible to actually prove 
it, this is still an open problem. 

Let us assume that we now have 17 linearly independent equations in 
U derived from a ciphertext (y^ , . . . , j/ioo) ^^"^ î ^ substitution in V. Let 
{x'l,..., x'^g) be the corresponding plaintext. This set of linear equations 
is not enough to recover the original plaintext. However, we know that 
if we have 17 linearly independent equations, we can use the Gaussian 
elimination method to find the sets A = {ui,..., un}, B = {vi,..., ^31}, 
with A n JB = 0 and A\J B — { 1 , . . . , 48}. From this we can derive 17 
linearly independent linear equations of the form x^^ = hj[xy^, • • •, ^'vsi)-
Then we substitute these 17 equations into the yi, which will become 
quadratic polynomials with only 31 variables. We will call this new set 
of polynomials iji. These can be viewed as components of a map from 
k^^ to /c-̂ ™, which will be denoted by F. 

Let 4>o be the map from k^^ to k'^^, which is given by 

Then 

Xi, \ii G B] 

hi {xy^,..., x„3j), otherwise. 

F ^= (f>i^ O (f)'i O (j)2 O 11 O 4^1 O (j)Q. 

From the point of view of algebraic geometry, the substitution process 
is nothing but evaluation of the yi on the variety defined by the 17 
linearly independent linear equations x„. = /ij(a;„j, . . . , W31), and the 
existing variables are nothing but the coordinates of this variety. Because 
for the case of ^32, if the dimension of f/ is 17, the variety is defined by 
Xi = x\ for i = 3 2 , . . . , 48, and x̂  G K, with the previous theorems we 
know that the variety defined by linear equation in U is the same variety 
defined by 4'i^i{xi,..., .1:48) = 4>i,i{^'iy • • •; -^48); for '' > 31. We denote 
this variety by W. The linear equations in U are nothing but linear 
combinations of this set of linear equations. 

Let 

fe = fe o ^1 o «̂ o(a-Vi, . . ., X„3i) = (^32,1, . . ., 032,1OO), 

<pw{x^^,.. .,Xy^^) = ^i o(j)(^{xy^,...,Xy^^) = ((^10,1, • • •, ^10 ,100)-

Then using the expansion formula of (̂ 32, in particular the formulas for 
^32,i, we have: 
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fe,l = </'10,l + alVl,4('/'10,38^10,48 + '/'10,47<^10,46) 

+ ^1 111 Pl,j{4'W,38~-2j4'10A8 + </'lO,39-2j01O,47) = </'10,l + ^ i 

fe,j = f̂ lO.i + /i('jf>10,l' • • • , ^10,i-l) 

+ «1 A,4('^10,38'?!'10,48 + </'10,37<?!'10,46) 

+ % Z^l Aj('/'l0,38-2i</'10,48 + </'10,39-2j</'l0,47) 

= <^io,i + Bfi for i = 2, 3 ,4 

fe.i = ^io,i + / i ( ^ i o , i ' - - - ' ^ i o , i - i ) for i = 5 , 6 , . . . , 4 1 

4>32,i = %-31 (^10,38, • • • , 010,48) for i = 42, . . ., 48 

032,i = gi-31 (010,38, • • •, 010,48) for i = 4 9 , . . . , 76 

032,i = '/i-72(010,36, 010,39, 010,40, • • •, 010,45, 010,37, 010,47, 010,48) 

for i = 7 7 , . . . , 84 

032,i = %-85(010,34, 010,39, 010,40 • • • , 010,45, 010,35, 010,47, 010,48) 

for? = 8 5 , . . . , 92 

032,i = 'Zi-QS(010,32, 010,39, 010,40, • • • , 010,45, 010,33, 010,47, 010,48) 

for i = 9 3 , . . . , 100, 

where R'^ — Y^^ PijPj, and P / , for i = 1,2, 3, are given by 

Pi = 0i ,3i+j+i(a;i , • • •,a;48)01,48(a^i, • • -,2:48) 

+ 0 i ,3 i+ i (a ; i , . . • ,a ;48)0i ,47(xi , . . •,x'4g) 

P'A = 01,42(a;i,-- •,a^48)01,48(a;i,.. •,3^48) 

+ 0l,46(a:i, • • •, a;48)01,47(2:1,.. ., 3:48), 

which are cons tan ts ; namely, t h e i?i(032(a;i, •. •,a;48)) are cons tan ts on 
t h e variety W. 

Therefore 

F{xy^,.. . , x ^ 3 j ) = ( ^ 1 , . . .yioo) = 0 4 ° 0 3 o 0 2 O 7 r o ^ i O ( / ) o ( x ^ i , . . . , x ^ 3 j , 

where 03 = ( 0 3 , i , . . . , 03,ioo) is given by 

4)3,i==Xi for « = 5 , . . . , 1 0 0 , 

03,4 = 2:4 + i?^ fori = 1 ,2 ,3 ,4 . 

Therefore, 03 is equivalent t o 03 on the variety W, and is in fact jus t a 
l inear t rans la t ion . Also, 

F(xVi, . . . , IV31 ) = (04 ° 03) O 02 O (TT O (̂ 1 o (^0) = 04 O 02 O $ 1 , 
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where 4>i = (f>4° 4>3 and $ i = TT o (̂ ^ o (/IQ; and both ^4 (invertible) and 
$1 (injective) are Hnear. Then F{xy^, • • •, ^vix) = (yp • • •; yioo) ^^^ ^^ 
easily solved because of the triangular form of 02; namely, the equation 
above is equivalent to the equations: 

whose first nontrivial equation is always a linear equation. 
This analysis shows that the equations can be solved by iteration of the 

procedure of first searching for linear equations using linear combinations 
of quadratic equations, and then substituting the linear equations into 
the quadratic equations. Each step of the iteration reduces the number 
of variables by one. This will require 31 iterations to find the 31 linearly 
independent linear equations in the triangular form, whose solution gives 
the values of the 31 variables Xy.. Then we can substitute the values of 
Xy., i = 1 , . . . ,31 back into the first 17 substitution equations Xy. = 
hi{Xy^, . . ., f3i), J = 1 , . . ., 17, which recovers the complete plaintext. 

Overall, the general method is first to search for all linearization equa­
tions. Then, for a given ciphertext {y[,.. ., y'^) corresponding to a plain­
text {x[,..., x'^), we use the linearization equations to produce enough 
(in this case 17) hnearly independent linear equations satisfied by the Xj. 
Then we do a substitution using these linear equations, which essentially 
makes (p^ linear on the variety defined by the 17 linear equations. The 
rest of the attack is straightforward. 

The Practical Attack Procedure and Its Complexi ty 

There are three steps to derive the plaintext {x[,..., x'^g) from a ci­
phertext (2/1, . . . , yioo); and the first step is a common step for any given 
ciphertext. 

Step 1: We first look for a basis for the space V; namely, the basis of 
solutions of aij, bi, Cj and d for the equations: 

n,m n m 

y ^ a-ij XiVj {xi,... ,Xn) +'^hiXi + Y^ CjVj (.Xi,. . . , .T„) -F d = 0. 

For this set of equations, we have 4800 -I- 48 -MOO -f-1 = 4949 variables 
and 1 -^ 48 -F (24 X 47 -h 48) + (48 -f 24 x 47 -h (8 x 47 x 46)) = 19697 
equations. We know that the dimension of the solutions is 347. Though 
we have 19697 equations, we have only 4949 variables, so we do not need 
to use all the equations to find the solutions. We can actually randomly 
choose 6000 equations, with the probability that we will not find the 
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complete solution being essentially zero. To solve these linear equations, 
we must do row operations on a 6000 x 4949 matrix. However, because 
we are working on a finite field with only 2*̂  elements, the row operations 
corresponding to the elimination procedure on each column requires at 
most 2^ — 1 multiplication of a given row. To eliminate each variable, 
on average, it takes (2^ — 1) x 6000/2 multiplications. Therefore to solve 
these equations, it requires at most 4600 x (2*̂  - 1) x 6000/2 « 2^^ 
computations on the finite field k. This step is also the common step for 
any attack. 

However, because we are working over the fixed field k, we can perform 
the computation of multiplication on k by finding first a generator g of 
the multiplicative group of k, and storing the table of elements k as g , 
then computing the multiplication by two searches and one addition. 
This will improve the speed by at least a factor of two. Therefore, this 
step takes at most 2^^ computations. 

Step 2: For a given ciphertext {y'l, • • • ,y[oo)' '"'̂  substitute the poly­
nomials of yi by yl into the 347 linearly independent solutions of the 
linearization equations in V and derive 17 linearly independent linear 
equations of x^ by the Gaussian elimination method of the form of x^j = 
hj{xy^, • • •, Xy^^), where hj is a linear function, A = { u i , . . . , un}, B = 
{•ui,.. .,W3i}, AnB = 0 and AU B = {1,. . . , 4 8 } . We then substitute 
these into y^ yielding polynomials with only 31 variables { f i , . . . , fa i}. 

First, the probability that we fail to get 17 linearly independent equa­
tions is 2~^^, which can be neglected. For the first part, we need to 
do 347 X (4800 + 100) w 2^^ computations when we substitute yi by 
y[. Then, to reduce 347 equations to 17 equations for substitution, 
we must perform (2^ - 1) x 48 x 347/2 « 2^^ computations. Then 
we perform the substitution of the 17 equations into yi which takes 
100 x (2 x 172 + 17 x 31 + 17) « 2^^ computations. 

For the new 100 polynomials in 31 variables, denoted by yj, we will 
write down the 100 equations lli — y[ = yii{xvi, • • •, Xy^j^) = 0, which are 
linearly dependent and have dimension only 41. 

Step 3: For the equations yii{xy^,..., Xy^^) = 0, i = 1 , . . . , 100, we will 
use the Gaussian elimination method, first on the quadratic terms, to 
derive ?n = 41 linearly independent equations yii{xy^, • • •, Xy^^) = 0, i = 
1,.. .,m, where the last one is actually linear. Then we take the linear 
equation out and substitute it back into the remaining m — 1 quadratic 
equations yu{xvi, • • •, Xy^^) = 0, i = 1,... ,rri — 1. We denote the new 
equations y2i{xy^,. . .,Xy^,Xy^_^2J • • ••'Xy^i) = 0. Then we repeat the same 
process on these new equations again and again for a total of 31 times. 
We then collect all the 31 linear equations derived in this process, a set 
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of 31 linearly independent equations in the triangular form. The solution 
gives us all the values of Xy^, which we can then plug back into the 11 
linear equations x^. = hj {xy^, • • •, Xy^^) in Step 2, which will give us 2:„.. 
This gives us the plaintext. 

For the first part of this step, we need at most 100 x (31 x 16 + 31) x 
100/2 « 2^^ computations to perform the Gaussian ehmination. The 
substitution takes at most 42 x 31^ « 2^^ computations. We then need 
to perform these two procedures at most 31 times. Therefore, it takes 
at most 2^^ computations to solve the equations for the 31 variables. 
We then need to do 2^ computations to find the-, values for the other 17 
variables. If we add all the three steps together, it takes at most 2^^ 
computations, which can be easily checked on a PC. 

Cryptanalysis of the Scheme in the First Version of [Chen 
and Moh, 2001] 

In [Ding and Schmidt, 2004] this new attack method was applied 
to the original version of the scheme in [Chen and Moh, 2001]. The 
construction of the scheme is similar to the revised case above. We 
again work on the field k of size 2^. A map F is composed from (pi, (/>2, 
(f>3, (f>4, which are maps from the (n + 68)-dimensional space to itself. 
The maps cpi, 04 are invertible affine maps, and 02 and 03 are nonlinear 
of de Jonquieres type, though different from that of the previous section. 

Again we define the map 

F{xi,.. ..,Xn) = 04 0 03 ° 02 0 01 (a^i,a;2,-••,x„,0, . . .0) 

= {yi,---,yn+68) 

as the cipher, which is public, though 0i , 04 are private. To make sure 
the system is of degree two, another set of polynomials Qsizi,..., Zis) 
and qi{zi,..., zn) are used. The details of 03, 02, Qg, and qi are omitted 
here, though they can be found in the appendix of [Ding and Schmidt, 
2004]. 

Through computations and similar arguments as in the section above, 
it is shown in [Ding and Schmidt, 2004] that: 

1.) The dimension of V, the space of linearization equations for the 
components yi of F, is 286; 

2.) For a given ciphertext {y[,..., y'eg^n) ^^^ linearization will produce 
28 linearly independent linear equations of Xi with a probability of: 

210 ^-^ > = 1 - 2 x 2"'^°. 
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3.) For the case of 28 linearly independent equations, we can again do 
a substitution using these 28 linear equations into yi to derive new 
maps F from K^"^^ to K'^+^^^ and F = ^4 o (̂ 2 o ^ i , for some linear 
maps (j)4 (invertible) and $1 (injective). 

This allows us to use exactly the same attack steps as in the case 
above. In [Ding and Schmidt, 2004], the parameters n = 52 and m = 120 
are chosen, so it is estimated that the attack takes about 2 computa­
tions in k. 

Cases for Other Implementat ion Schemes 

In [Ding and Schmidt, 2004], it is noticed that at that time all qi com­
ponents are very simple and they never have more than two quadratic 
monomials. It is easy to see that for the TTM schemes before 2004, 
the dimension of the linear space of all linearization equations for the 
components y^ of F is not small. This is the common defect for the 
implementation schemes, which is undesirable for a secure public key 
cryptosystem. However, even with these linearization equations, it does 
not necessarily mean that finding the plaintext from a given ciphertext 
is easy. 

For example, in the case of the first implementation of the TTM 
cryptosystem [Moh, 1999a] previously presented, it is shown that: 

1.) The dimension of V of the space of linearization equations for the 
components yi of F is 68; 

2.) For a given ciphertext ( j / j , . . . , j/gg_|_„), the linearization will not pro­
duce enough linearly independent linear equations in the Xi for the 
subsequent substitution, etc. 

This means that what we can achieve is just a reduction of number of 
variables. Although this could be useful in some way, it is still unclear 
how we can efficiently obtain the plaintext. In [Ding and Schmidt, 2004], 
experiments were performed for a search for linearization equations on 
the components of y^. Though there were some successes, there were 
also some failures as well. 

For the case of most of the TTM schemes in the original version of 
[Moh, 1999a], it is also observed that for the components yi of the cipher 
F, a higher order type of linearization equation of the form 

"y] aijViyj + ̂  hjViXj + Y2 ^>^y>^ + X] ^^ '̂ + e = 0 

is also satisfied. Finding all the solutions for this case takes more time 
but is not impossible. In fact, it can also produce nontrivial linear 
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equations in Xj if we are given a ciphertext y[. There is a possibility that 
these linearization equations will produce more linear equations to help 
defeat the scheme. 

The Future of T T M 

Though the above work shows that the current implementations of 
the TTM ideas are not secure, it is not at all clear that in the end 
such a cryptosystem will not work. The main reason for this is that we 
do not yet fully understand all the current constructions, and how they 
work remains in some way very mysterious. Recently, another new TTM 
cryptosystem was proposed [Moh et al., 2004], and this construction is 
the same type as the ones before. Its security is still unknown. However, 
the best solution for the future of the TTM would involve finding some 
systematic method to establish the TTM cryptosystem. To do so, we 
need some new knowledge in how to control the degree of the composition 
of multivariate functions. 

6.6 Triangular Signature Schemes 
The original TTM schemes were intended for the purpose of public key 

encryption. Attempts were made to apply a similar but simpler idea for 
signatures. It was called the TTS (Tamed Transformation Signature) 
scheme, and it is essentially the result of an application of the Minus 
method in [Shamir, 1993] to a tame transformation. 

The first few TTS schemes were suggested by Chen and Yang in [Chen 
et al., 2002; Yang and Chen, 2003]. The first generation of the TTS 
schemes was also closely related to the TPM cryptosystem with u < r, 
which can also be used for signatures. 

The T P M Signature Protocol (when u < r ) : To sign a message, 
we must execute the following steps: 

1.) Given a message M, the user first calculates 

{y[,...,ll+^_r) = h{M) 

in A;""'"""'', where h is a (collision-free) hash function. 

2.) The legitimate user then computes 

(yi , • • •, Vn+u-r) = L];\y{, ..., y'n+u-r)-

3.) Then the user randomly chooses a vector {xn-r+i, • • -jXn) in k'', 
until the vector (x i , . . ., Xn) obtained by the iteration 

^i Hi diK'^lj • • • ) ^ ' i —li '•^n—r+li • • • > ^nji 
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for 1 < i < n — r, satisfies the additional u equations 

gi{xi,...,Xn) =yi 

for n — r + l<i<n~r + u. 

4.) For the last step, the user needs to calculate 

which is the signature of M. 

This signature process has a complexity of 0{q'"). Therefore, for any 
practical use q^ must not be too large. The condition u < r ensures 
that the map F is nearly surjective, and we have a high probability of 
finding an arbitrary document. 

The first generation of the TTS schemes are essentially TPM with 
u = 0. The security and efficiency of these schemes were thought to 
rival those of Sflash'^^. The inventors of the TTS schemes later realized in 
[Yang and Chen, 2004c] that they had not been very careful in its design 
and they showed that all schemes in [Yang and Chen, 2003] could be 
defeated easily using the method developed by Coppersmith, Vaudnay, 
and Stern [Coppersmith et al., 1997]. 

New schemes were suggested in [Yang and Chen, 2004c] which are con­
sidered to have the security and efficiency rivaling those of Sflash. One 
of them was carefully studied in terms of its practical implementation 
on low cost smart-cards, and the results were presented at CHES 2004 
[Yang et al., 2004a]. The scheme was indeed shown to be very efficient, 
in particular in the signing process. However, Ding and Yin discovered 
a way to break this new family of TTS schemes, including the version 
presented in [Yang et al., 2004a]. 

First Generation of TTS and its Cryptanalysis 
The original TTS schemes [Chen et al., 2002; Yang and Chen, 2003] 

combine Shamir's idea of Minus [Shamir, 1993] with the basic idea of 
TTM. This combination was hrst implicitly pointed out in [Goubin and 
Courtois, 2000], where it was called a Triangular-Minus system. 

For the case of such a TTS scheme [Yang and Chen, 2003; Chen et al., 
2002], the public key T is made of m quadratic polynomials in n variables 
over a finite field k, 

f{Xi,. . .,Xn) = {yi{xi, . . .,Xn), • •.,ym{xi, . . . , X „ ) ) , 

where m < n. The m polynomials yi are made public for verifying the 
authenticity of the signature. In the original construction k = GF(256) 
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was used, but the construction works also for finite fields with odd char­
acteristic. Nevertheless, we will limit the discussion to finite fields with 
characteristic equal to two. 

The map T from fc" to fc™ is derived as 

T = Zi o 3 ~ 0Z2, 

where Li is an invertible afhne linear map on a space of dimension m, 
L2 is an invertible afhne linear map on a space of dimension n, and Li, 
L2 are randomly chosen. The map 5~ is given as: 

V V'Zl, • • • ) ^n) [^n~m+l 1 9n—m+l 1,-̂ 1) • • •; ^n—m)} 

Zn-m+2 + 9n~m+2[Z\, • • • , Zn-m+l)-i 

. . . , 

= iyi{zi, • ..,Zn-m+l), • •.,ym{zi: • ••,Zn)), 

which is derived from the upper-triangular de Jonquieres map 

Z{Z1,- ••,Zn) = {zi,Z2 + g2{zi),. • •, 

•̂ n—777+1 "T" 9n—m-\-l V-̂ l? • • • i ^n—m)i 

^ n - m + 2 + 9n-m-\-2\2^1^ • • • •> ^ n - m + l ) ; 

. . . , 

Zn^9n{zi,---,Zn-l)) 

by removing (Minus method) the first n — m components. 
We can see that 

f = LioU"-^ oU oZ" 0L2, 

where [/ is a randomly chosen lower-triangular invertible linear trans­
formation from k^ to A;'" such that 

2 % m 

j = l j = l j=l 

and Ujj j^ 0 for j = 1,.. .,rn. Then we have 

2 

U o 3~{zi, ...,Zn) = {anyi{zi,..., 2;„_„+i), ^ aajVjizi,..., Zn-m+j), 
i = i 

i 
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m 

• • • J / J ^miVj \^\ 1 • • • 1 ^n—m+j)) 

= {Wl{zi, . ..,Zn-m+l), • ••,Wm{zi, . . . , ^ n ) ) -

Therefore Uo^~ is an equivalent choice for 3~- In this case, we can asso­
ciate the standard bihnear form to the quadratic part of w;̂ . The rank of 
these bilinear forms will be in ascending order, although not necessarily 
strictly ascending. This means that any such scheme cannot work, as 
the MinRank method [Goubin and Courtois, 2000] can be used due to 
this property of the ranks. This is a much more efficient attack method 
than the one of [Yang and Chen, 2004c], which is just an application 
of [Coppersmith et al., 1997], as discussed in the section on Rainbow 
signature schemes. 

Let 

i 

Vi = {v{zi, .. •,Zn) \ v{zi, ...,Zn) = ' ^ aijyj{zi, . . . , Zn-m+j), dij G k}. 

It is clear that we have 

ViCV2CV3---CVrr„ 

and 
d im(F i+ i ) -d im(y i ) = l , 

The Vi form what in mathematics is called a flag. 
The highest rank of the quadratic forms of the V^+i is in general one 

higher than the highest rank for the quadratic forms of Vi, if fc is not of 
characteristic two; otherwise if k is not of characteristic two, the highest 
rank for the quadratic forms of Vi+i is in general either the same (if i is 
even) or two higher (if i is odd) than the highest rank for the quadratic 
forms of Vi. This implies that: 

1.) For the case where k is not of characteristic two, we can use a lin­
ear combination of any two randomly chosen public polynomials to 
reduce the rank by one; 

2.) For the case where k is of characteristic two, we can use a linear 
combination of any three randomly chosen public polynomials to 
reduce the rank by two. 

Therefore we can use a search to reduce the rank one-by-one or two-by-
two to go down to the lowest rank, which solves the MinRank problem. 
At this point the scheme is broken. 
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The conclusion is that no matter what parameters we choose, the old 
TTS schemes given in [Chen et al., 2002; Yang and Chen, 2003] are 
insecure. 

The New TTS Schemes 
In [Yang and Chen, 2004c] the authors showed that their previous 

constructions were insecure. They also suggested some new schemes and 
studied the security and efficiency of these schemes. The new construc­
tions tries to improve the efficiency (compared with Sflash in particular) 
by using special sparse polynomials. Their constructions are given in 
terms of specific formulas, and do not follow from basic general princi­
ples. Though there is some explanation how these sparse polynomials 
are chosen, the formulas themselves are not well understood and we do 
not yet have any solid justification that such choices do not aff'ect the 
security. This is a fundamental problem and the reason why there is a 
new attack method [Ding and Yin, 2004] on the TTS systems in [Yang 
and Chen, 2004c] using the specific form of the formulas. 

The first version of the paper [Yang and Chen, 2004c] suggests four 
families of formulas. One of these formulas is carefully studied for its 
practical implementation on low cost smart-cards. This was presented 
at CHES 2004 [Yang et al., 2004a] and we will now present the attack 
on this family from [Ding and Yin, 2004]. This new scheme appears on 
page 373 of [Yang et al., 2004a] and is referred to as TTS(20,28). 

According to the claim in [Yang and Chen, 2004c; Yang et al., 2004a] 
the system is secure with at least a complexity of 2̂ *̂  (a minimum secu­
rity requirement by NESSIE). This specific construction depends on a 
map F(a;o, x i , . . . , X27) = ( / i , . . . , /20) from A;" to k^, where /c is a finite 
field of size 2^, n = 28 and w, = 20. The components of F are defined 
by 

/ i = xs + xiXsPs.i+a;2a;9P8,2+ a^3a;ioP8,3 + a^4a;iiP8,4 

+ 3:53^12^8,5 + X^XisPsfi + XjXiiPsj 

h = XQ + .Ti.Tgpg^i -|- X23:ioP9,2 + X'^XuPQ^^ + X4Xi2P9,i 

+ 2:53^13^9,5 + XQXuPQfi + X7Xi5pcjj 

h = 3;io + xixiopio.i + a;2a;iiPio,2 + 3;3a:i2Pio,3 + a;4a:i3Pio,4 

-t- X5a;i4pio,5 + Xf^xi^pw^f, + xrxiepio,? 

JA = Xn + XiXnPn,! + 3,-23;i2Pll,2 + X-sXi^pn^s + X4Xi4Pu^4 

+ x^xi^Pii,b + a;63:i6Pii,6 + 3:73:8^11,7 

h = 3:12 -I- a:iXi2Pl2,l + 3:23:13^12,2 + X-sXi4Pi2,3 + X43;i5Pi2,4 

+ 3;-5X-i6Pl2,5 + 3:63.'8iDl2,6 + 3-'73:9jOl2,7 
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+ X5X8P\3,5 + xeXQpisfi + xrxioprsj 

fr = XU + XiXupu^i + X2Xi5Pu,2 + 3^33^16^14,3 + XiXgPUA 

+ X^XQPH^^ + XQXioPufi + XjXiiPnj 

h = xi5+xixi5pi5_i+a;2a;i6Pi5,2 + a;3a;8Pi5,3 + a;4a;9Pi5,4 

+ a;5XioPi5,5 + xaxiipiiifi + xrxi2Pi5,7 
/ g = Xie + XiXiQPiQ^i + X2X8Pl6,2 + X3X9Pie,3 + a^'4a;ioPl6,4 

+ a;5XiiPi6,5 + XQXI2P16,6 + X7Xi3Pi(ij 

/ lO = Xi7 + XiXePl7,l + X2X5Pi7^2 + X3X4Pi7^3 + XgXiePu^4 

+ 3''l0a;i5Pl7,5 + XuXl4Pl7fi + Xi2XViPn J 

hi = a^lS + X2X7Pi8^i + X3XQPisfi + XiX^Pi^^3 + XiQXnPis^ 

+ 3;il3;i6Pl8,5 + Xi2X\f>piiifi + X13XUP1SJ 

/12 = 3^19 + a;83;ioPl9,0 + a-'oa;i9Pl9,i + a^l83:20Pi9,2 + a;i7a^2iPi9,3 

+a;i6a;22Pi9,4 + 3:i53:23;?i9,5 + a;i4a;24Pi9,6 + 3:133:25^19,7 

+ 3;i23;26Pl9,8 + Xiia;27Pl9,9 

/ l 3 = 3^20 + 3:93:11^20,0 + 3:2-':P19P20,1 + XQX20P20,2 + 3:i8-'C2lP20,3 

+3:173:22^20,4 + 3;i63;23P20,5 + 3:153:24^20,6 + 3:143:25^20,7 

+ 3:13X26^20,8 + 3:123:27^20,9 

/ l 4 = 3:21 + XwXi2P2lfi + X4Xi9P2l,l + 3:23;20P21,2 + 3:03:21^21,3 

+Xl8X22P21,4 + 3;i73;23P21,5 + 3;i63;24P21,6 + 3;i53;25P21,7 

+ 3:i43;26P21,8 + 3:i3X27P21,9 

/ l 5 = 3:22 + •3;il3;i3P22,0 + 3;63;i9P22,l + 3;43;20P22,2 + 3:23:21^22,3 

+X-o3;22F22,4 + 3;i83-'23P22,5 + 3:17X24^22,6 + 3;i63;25P22,7 

+ 3:153:26^22,8 + 3:143:27^22,9 

/16 = 3:23 + Xi2XuP23,0 + 3;83;i9P23,l + 3:63:20^23,2 + 3:43:21^23,3 

+X-23:22P23,4 + 3;oX23P23,5 + 3:i83:24P23,6 + 3.'l73;25P23,7 

+ 3;i63;26P23,8 + 3:153:27^23,9 

/ l 7 = 3:24 + 3:13X15^24,0 + 3;i03;i9P24,l + 3;8X20P24,2 + 3:6X21^24,3 

+X4X22P24,4 + 2:2X23^24,5 + XoX24P24,6 + 3:183:25^24,7 

+ 3;i7X26P24,8 + 3:163:27^24,9 

/18 = 3:25 + 3;i43:i6P25,o + 3:123:19^25,1 + 3:10X20^25,2 + 3:3x21^25,3 

+3:63:22^25,4 + 3:4X23^26,5 + 3:23^24^25,6 + 3:03:25^25,7 

+ 3:i8X26P25,8 + 3;i7X27P25,9 

/ l 9 = 3:26 + 3;i5Xi7P26,0 + 3:14X19^26,1 + 3;i2X20P26,2 + 3;ioX2lP26,3 
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+X8X22P26,4 + XQX2'iP2&fi + XiX2AP2iifi + 2:23^25^26,7 

+ XQX2e'P2Qfi + a;i8a-'27P26,9 

/20 = X27 + XiQXisP27fi + 3^163^19^27,1 + 3;i43:20P27,2 + a;i2a;2lP27,3 

+XIQX22P27A + a;8a;23P27,5 + a;6a;24P27,6 + a;43:;25P27,7 

+ 3:23;26P27,8 + 3^03:27^27,9, 

where the pij are randomly chosen nonzero elements from the field k. 
We remark that TTS can be viewed as a special case of Rainbow. 

The public key for the new TTS system is F, given by 

F = Li o F o L2, 

where Lj is an invertible affine linear transformation over k"^^ and L2 is 
an invertible afRne linear transformation over k'^^. These two transfor­
mations Li , L2 make up the secret key. 

In order to sign a document P = ( p i , . . . , P20), an element of k"^^, we 
need to find a solution of the equation 

F ( x o , . . . , 2:27) = P-

We will be able to find a solution due to the triangular-type structure 
of F . 

From the formulas, it is clear that the /j can be divided into three 
groups: 

(I) = { / i | i = l , . . . , 9 } 

(II) = { / i | i = 1 0 , l l } 

( m ) = {/, | i = - 1 2 , . . . , 2 0 } . 

First, we notice that the quadratic part of Group (I) elements are all of 
the form 

y^ ttijXiXj. (6 .3 ) 

i=l,...,7;j=8,...,16 

If we form any linear combination of these elements, the rank of the 
associated quadratic form will be 14. Second, the Group (II) elements 
come from a de Jonquieres construction. If we add Group (I) elements 
to the Group (II) elements then the rank of the corresponding bilinear 
form increases, though the rank cannot exceed 16. Third, notice that 
the quadratic parts of Group (III) elements are all of the form 

y ^ UijXiXj + 2_j bijXiXj + 'Y2 CjXoXj. (6.4) 
i=l,...,18;i=19,...,27 i,i=8,...,18 j=19,...,27 
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When we add any Group (III) elements to any linear combination of 
Group (I) and (II) elements, the rank of the corresponding bilinear form 
also increases, and a random linear combination of all fi will produce a 
non-degenerate quadratic form. 

In order to sign a document P we need to solve the equation 

FoL2{xo,...,X27)=L]^\P). 

To do this, we first solve 

Fixo,...,X27)=L^\P), 

and then apply L2 • 
To solve F{xo,..., X27) = ( p i , . . . , P20), because of (6.3), we first ran­

domly fix the values of Xj,.. .^Xj. This allows the polynomials from 
Group (I) to produce nine linear equations whose solution gives the val­
ues of x g , . . . , xiQ. Then we plug the values of x i , . . . , xig into Group (II) 
and Group (HI). Due to the triangular structure of the de Jonquieres 
type maps, /lo produces one linear equation, which gives the value of 
X17. Then we plug the value of Xu into / n , which gives a linear equa­
tion, which in turn yields the value of xjg. Then we substitute the values 
of X17, X18 into Group (III), and randomly choose a value for XQ. This, 
due to (6.4), produces again nine linear equations whose solution gives 
us the values of x i g , . . . , X27. Finally, we apply L "̂̂  to find a solution, 
which produces a valid signature. 

At this point we see that in order to forge a signature, we need to 
know how to find any solution of the equation F{xo, • •., X27) = P. 

Cryptanalysis of the New TTS Cryptosystem 
The attack method presented here is a combination of searching for 

invariant subspaces [Kipnis et al., 1999], of MinRank [Goubin and Cour-
tois, 2000], and other general methods for bilinear forms. 

Let L2(xo, . . . , X27) = (1/2,0, • • •, •f'2,27) and let 

F ( x o , X i , . . . , X 2 7 ) = FoL2{xo,Xi,...,X27) = ( F i , . . . , F 2 0 ) . 

We define 

(i) = { / i | i = i , . . . , 9 } 

(fl) = {fi\i = 10,11} 

( n i ) = = { / i | i = 1 2 , . . . , 2 0 } . 



178 MULTIVARIATE PUBLIC KEY CRYPTOSYSTEMS 

These sets have properties similar to those described in (6.3) and (6.4) 
corresponding to Groups (I), (II), and (III). 

First, we know that for I = 1 , . . . , 9, 

fi= X l aujL2,iL2j. (6.5) 
i=l,...,7;j=8,...,16 

Therefore, if we can find the space of hnear combinations of the linear 
parts (no constant terms) of L^^i, i = 1 , . . . , 7, then we could do a linear 
substitution using any linear equation whose linear part is defined by 
elements from this space. The solution is not unique, but for the attack 
purpose it suffices to work with a basis for the subspace. According to 
algebraic geometry, substitution of a linear equation is equivalent to the 
evaluation on a linear variety. Here, the substitution by linear equations 
is equivalent to substituting all the L2,j, i = 1 , . . . , 7 by constants. 

The fi and /j are just linear combinations of each other with additional 
constant terms due to the invertibility of Li. Through a search for linear 
equations by linear combinations, we can hnd nine linear independent 
equations whose solution gives the values of L2j,j = 8 , . . ., 16. Then, due 
to the de Jonquieres structure of Group (II), through substitution, the 
whole system will be reduced to solving a set of equations coming from 
linear combinations of Group (III), with all values of L2j,j = 1 , . . . , 18 
given. This can be handled easily and is the final step of the attack. 

The attack finds first the linear span of (I), then the linear span of 
both (I) and (II), and finally the linear span of the linear part of L2,i, 
j = l , . . . , 7 . 

Step 1: The Unbalanced Oil-Vinegar Attack Method. 
In preparation for the first proposition below, we make the follow­

ing definitions. Let S be the set of variables {XQ, ... ,X27}, let O = 
{XI,XS,X5,XY,XIQ, .. .,X27} be the set of the "Oil" variables, and let 
V = S — O he the "Vinegar" variables. Write 

27 

X = {xo,xi,. ..,X2i) = y^^XjEj, 
i=0 

where £'i = ( 0 , . . . , 0 ,1 , 0 , . . . , 0) is the vector whose component at posi­
tion i + 1 is 1 and the rest are zero. 

Let O denote the span of the vectors corresponding to the Oil vari­
ables; namely, 

O = Spa.ii{E,,Es, Es, Ej, E^g, ...,E27), 
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and let V denote the span of the vectors corresponding to the Vinegar 
variables; namely, 

V = Span(£;o, E2, E4, Ee, E g , . . . , ^ ig) . 

We must be very careful about the difference between the variables 
and the corresponding space. The variables are just the coordinates of 
a vector in terms of the standard basis. They are functions from fc" to 
k which actually are elements in the dual space of A;". Therefore these 
two are the dual of each other. 

Now let 

Li{xi,. ..,X2Q) = {xi,.. .,a,'2o) X Ai + ( a i , . . . ,a2o), 

where Ai is an m x m invertible matrix, and let 

Li{xi,.. .,x-2o) = [xi,.. .,X2Q) X A I = {L^i,..., L j 20)1 

be the linear part of Li. Let 

L2(xo , . . . , 0:27) = {XQ, . . . , X27) X A2 + (ao, a i , . . . , 027), 

where A2 is a n x n invertible matrix, and let 

L2(xo, . . . , X27) = {XQ, . . . , 3:27) X A2, 

be the linear part of L2^i- Then we can see that for any fixed i, 

L2,i = XioL2{xo,...,X27). (6.6) 

In other words, L2,i can be derived as a composition of Xi with L2 from 
the right. 

Let O = L2{0) be the image of O under L^, let f^^ denote the 
quadratic part of the polynomial / , , and let 

F°(xo,. . . ,X27) = ( / ° i , . . . , A o ) . 

Then we have 
F " = L? o /O o Li 

For each quadratic polynomial 

we can use the standard method to associate with it an n x n symmetric 
matrix m/ such that [m ĵjj = 0 and [m;]̂ ^ = [mi]ji = {fi)ij, if i> j . For 
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each m;, we can associate a bilinear form as (X, X')^ = Xmi(X') , and its 
quadratic form (X, X)̂  = Xm/X-^ is trivial. Here X' = (XQ, . . . , '£'2^ ) . Note 
that when a field with odd characteristic is used, the definition of these 
matrices must be modified accordingly. 

Similarly, for each quadratic polynomial 

/ I — Z^ifOij^i^j^ 

we can associate an n x n symmetric matrix Mj. For each M;, we can 
also associate a bilinear form as {X,X') = XMj(X')^, and its quadratic 
form (X,X)' = XM«X^ is trivial. 

For any fixed I we have that 

20 

M; = 5^[Ai]iKA2miA^), (6.7) 

where [Ai]^/ is the i, I entry of the matrix Ai. 
The first observation is that: 

P r o p o s i t i o n 6 .6 .1 . For any fixed I, 

fl{xQ, . . . , X27) = ^ OiJ^lXiXj + Y^ Pij^lXiXj. (6.8) 
ieo,jev i,j€V 

Let o = \0\ and v = \V\. In terms of this description, these polyno­
mials are just unbalanced Oil-Vinegar polynomials [Kipnis et al., 1999], 
and thus all the matrices m̂  can be rewritten in the corresponding form 
if we choose the coordinate system as 

X = {Xi, Xs, X5, Xj, Xig, . . . , a;27, Xo, X2, XA, X 6 , X8, Xg, . . . , X ig ) . 

Here we choose the basis of the Oil space as the first o components and 
the basis of the Vinegar space as the last v components. We also have 
that (X, X) • = XrhiX^, and 

""=(bf S;) • (") 
where bj is an o x f matrix and dj is a symmetric v x v matrix. This 
follows directly from (6.8). 

Let Z be the 28 x 28 permutation matrix such that 

X = X x Z. 
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Since these polynomials are unbalanced Oil-Vinegar polynomials, we can 
apply the attack method in [Kipnis et al., 1999] to find the hidden Oil 
space O. According to [Kipnis et al., 1999], the complexity is roughly 
(28).-o-1^4 < 223. 

Now, assume that we have found O. Then we can choose a new 
coordinate system such that the first o components are from O and 
rewrite the matrix Mj. In terms of matrix notation, we can find an 
invertible n x n matrix A3 such that 

AgM.Aj = Mi = (^T D.) , (6.10) 

which follows from (6.9) and (6.8). 
Let 

L3{xo,..., X27) = (xo , . . . , X27) X A3. 

Then we know that the subspace O is invariant under the linear trans­
formation L2 o L3. Equivalently, 

A32 = A3 X A2 - Z - i X r ^ i Q J = Z - i X Q. (6.11) 

Remark 6.6.1 . One important thing that we must be careful with is that 
A32 preserves the Oil space. However, in terms of coordinate system, it 
actually preserves the Vinegar coordinates. This is exactly due to the 
dual relationship mentioned at the beginning of this section. 

Proposi t ion 6.6.2. Let Q be as defined above. Then 

1.) The space spanned by Ei, z = 0 , . . . , 12, is invariant under the action 
of Q from the right; 

2.) The space spanned by Xi,i = 13, . . . , 2 7 , is the same as the space 
spanned by Xi o Q(xo,. •., ^27), where Q{XQ, . . . , X27) = X x Q. 

In other words, 

Span{L^_j(a;o, •••,a;27), i&V} 

= Span{L;^.(xo,...,a;27), i = 1 3 , . . . , 27}, 

where 

{Lzfi{^'0,---,X2T),...,L~27{^,Q,...,X27)) = (.^0, . . . , ^27) X A^^Z~^ 

This can be seen easily from 

A2 = A 3 - Z - x ( Q ^ Q O V A 3 - Z - Q . 
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This allows us to find the space spanned by the image of the linear 
parts of the vinegar variables composed from the right by L2. This 
finishes the first step of the attack, which is a simple application of the 
attack method for the unbalanced Oil-Vinegar scheme. 

Step 2: The MinRank Method. 
Any bilinear form ( —, — )̂  on fc" x A;" can be restricted to the subspace 

O X k'^, and then has the form 

(X„,X'>^ = X„(m,),(X')^ = X„m,(X')^ = A 

where 

Xo = (0, xi, 0, X3,0, X5,0, X7,0 , . . . , 0, x i g , . . . , 0:27) 

X = (xj , X3, XK^, X-J, x-[g,..., a;27, Xg, X2, X4, Xg, Xg, Xg, . . . , rcjgj 

Xo = (.Xi, X3, X5, X7, Xig, . . . , X27) 

and 
(m,)i = (0 hi) , 

where 0 denotes an o x o matrix and b̂  an o x v matrix. 
From this we see that if we restrict the bilinear from ( — ,—)' to the 

space O X k^, then the associated matrix {Ms)i under the coordinate 
system defined by A3 should be exactly (O Bj) , and 

Bi= Yl [Ai]ii(Qib,QD- (6-12) 
7=1,. . . ,20 

is is because 

- ( 

' ^ ( 1 t) ̂  (̂ - 0".) 
0 QihjQl 

~ VQsbjQf QsbjR^ + Rb,Q^ + Qsd.Qf^ 

We now take a closer look at the b^. The key observation is that 

/ ' \ o = Xix'^pn^i + X5X2P17,2 + a;3X4Pi7,3 

f^n = ^•7^'2Pl8,l + ^•3a''6Pl8,2 + 2:5X4^17^3, 

where / / denotes the quadratic polynomial derived from restricting the 
quadratic form to the space O x /c". 

We find that the rank of the corresponding matrices (ms)i, or b^, is 
exactly three for i = 10,11; and is greater than three for all the rest. We 



Triangular Schemes 183 

can also see clearly that in the space of all possible linear combinations 
of the hi, these two matrices and their constant multiples are the only 
matrices of the lowest rank three. 

In this case, we can use the MinRank method to search for both 
bio and bn in QibioQ^^j Qibii<52' through linear combinations of B^, 
since Ai is invertible. We have a total of 20 matrices of size 13 x 15 
and the MinRank is three. From the complexity analysis in [Goubin 
and Courtois, 2000], we know to find one of them has complexity of 
(28)2X3 _ 248. 

Now, let us assume that we have found two rank-three matrices Hi, 
i = 10,11, and that 

20 

Hi = Y,hijBj. (6.13) 
3=1 

Due to the uniqueness of the space of linear combinations of the matrices 

(6.14) 

Bj, we have that 

20 

/] ^wjF^j = 
i = i 

or 
20 

J2 ^^Wjfj = 
i = i 

= Pif\i, 

-~ Ai^~°io, 

20 

^ f t n , i / ° , = / 3 2 / % , 
j = i 

20 

I]/in,iA- = /^2Ai, 
i = i 

(6.15) 

where Pi and /?2 are nonzero constants in k and 

{f\,---j\o) = foL'2oF' = {f\,...,f\). 

The quadratic polynomials /"^ are linearly independent, and so the 
linear and constant terms are determined by the quadratic terms. This 
means that we can find constant multiples of both /lo, / n by applying 
(6.14) or (6.15); namely. 

(6.16) 

or 

20 

/_^h.w,j.fj = Pi hi, 

20 

Z^^wjfj = Pifw, 

20 

zZ^iufj --

20 

= /32,/lO 

= / ? 2 / l l . (6.17) 

Here ( / i , . . ., /20) = F o L2, and /lo, / n are essentially /lo, / n but with 
a substitution of variables. 
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Step 3: Search for the Null Subspace. 
Now let us take a careful look at both / ^ u , f^iQ in terms of their re­

lated bilinear forms. Through computation, we know that both mji, mio 
are of rank 14, and therefore the corresponding bilinear form is of rank 
14 and the null spaces A '̂n, A îo (the space of vectors orthogonal to the 
whole space) for both bilinear forms have dimension 14. We can see and 
show by calculation that 

A îo = Span(£:o, Er, Eg, En, Eig, Ew,..., E27) 

Nn = Span(£;o, E^ Eg, Eg, E^g, Eig,..., ^27)-

We observe that 

A îo n iVn n O = Span(E i9 , . . . , E27) = Oi. 

Because of (6.13), we know that the null space of the bilinear form 
associated to Mj, i = 10,11 should give us exactly L2{Ni) = Ni, i = 
10,11. Here Ni denotes the null space for the bilinear form defined by 
Mi. This can be done by solving a set of n linear equations with n 
variables: 

X X Mi = 0. 

This means that we can find 

Oi = L 0 ( O I ) = iVio n iV„ n O = Span(L°(xi9) , . . . , ^^(xar)). 

Now, let us assume that we have found O^. Then we can choose a 
new coordinate system such that the first oi components are from 0%, 
where oi is the dimension of Oi, and rewrite the matrix Mj. In terms of 
matrix notation, we can find an invertible n x n matrix A4 such that 

A4MiAl = M, = (^^ ^) . (6.18) 

This follows from the specific formulas for fi, where there is no XiXj 
term if 19 < i,j < 27. The size of the matrix 0 is oi x oi. Let 

L4,{xo,..., X27) = {xo,..., x^i) X A4. 

Then we know that the subspace Oi is invariant under the linear trans­
formation Z/2 ° L4. 

Step 4: Search for the Subspace of the Linear Span of both (I) and (II). 
In terms of the coordinate system X = (x ig , . . . , X27, XQ, x j , . . . , xjg), 

vrti will become a diff"erent matrix, say rrij. We observe that 

0 U, . ) ' (6.19) 
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for i = 1 , . . . , 11, and Û  is of the size (n — oj) x {n~ oi) — 19 x 19. This 
is due to the fact that the polynomials in the Group (I) and (II) contain 
no XiXj for i G { 1 9 , . . . , 27} and j G { 0 , . . . , 18}. This implies that in 
the coordinate system defined by A4, we can find a set of 19 linearly 
independent matrices Mj which are linear combinations of Mj such that 

19 

Mi=E7^ ,M^=(o Q. j . (6.20) 

This set of matrices can be found easily by solving a small set of linear 
equations. 

Similar to the case of (6.14) and (6.15) we know from formula (6.19) 
that 

19 

Span{J ]7 i jF i | i = 1 , . . . , 11} = Span{F, | z = 1 , . . . , 11} (6.21) 
i = l 

We will denote this space G\2-

Step 5: Search for the Subspace of the Linear Span of Group (I). 
Let us denote the span of the elements in Group (I) by Gi . We know 

that 

1.) Gi is a subspace of G12, whose dimension is dim {G12) — 2; 

2.) If we take any polynomial in G12 not in Gi, it has the property 
that the quadratic form corresponding to the quadratic part of this 
polynomial is of rank 18, and in particular is greater than 14. On 
the other hand, for any element inside Gi, the corresponding rank 
is exactly 14. 

This means that we can find a basis of Gi by choosing three poly­
nomials qi, q2 and q^ from any basis of G12, and then searching for 
all qi + uiq2 + ^2^3 whose corresponding quadratic form is of rank 14, 
where ui,U2 G k. This will definitely produce one element in Gi since a 
dimension three subspace must non-trivially intersect with a dimension 
nine subspace in a space of total dimension 11. Using this procedure 
on the corresponding matrices of the bilinear form for the polynomials 
of looking for matrix of rank 14, we can find a basis for Gi by search­
ing at most 10 times. The complexity of this step is then less than 
(2^)2 X 18^ X 10/6 < 230. 

Step 6: Reformulation o / G i . 
Let G12 = Span{/i | i = 1 , . . . , 11} and Gi = Span{/i | i = 1,. . ., 9}. 

Let Ni denote the null space for each bilinear form (—, —)^. Then we 
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observe and prove by calculation that 

N= f] iV, = S p a n ( S o , ^ i 7 , ^ i 8 , ^ i 9 , . . . , ^ 2 7 ) . 
i= l , 

This implies that we can find a basis of the space consisting of a basis 
of the subspace of the intersection of all the null spaces of the bilinear 
forms defined by the quadratic parts of the polynomials in Gi. This 
gives us a matrix A5 such that 

A5BA5 T _ I 0 b, 

bT d, 

where B is any symmetric matrix of the bilinear form corresponding to 
the quadratic part of any polynomial in Gi. This implies that we can 
define a linear transformation L5 as 

for any fi in 

fi 

G\, 

0 Li 

L^ixo, 

and we 

j(^'0: • • • 

. . . , X27) 

have 

, 2:27) = 

= (3^0, 

16 

. . . , X 2 7 ) X A5 , 

16 

i = l 

+ a 

Therefore, by composing with L5, all the polynomials in Gi become a 
set of polynomials with only 16 variables. We will call this new set of 
polynomials GLi. 

From the above procedure and by solving a set of linear equations, 
we find an afhne linear transformation LQ on k^^ such that the space 
GLi is derived from composition of the elements in Gi from the right 
by Lg. Now we treat all elements in G\ and GLi as polynomials of 
only 16 variables and ignore the other variables. Again, we associate 
the quadratic part of each Gi with a bilinear form and we can see that 
all these forms are exactly of rank 14. We randomly pick nine linearly 
independent polynomials fi from GLi. Let (—, " ) | denote the bilinear 
form corresponding to the quadratic part of fi over k}^, and let A''̂ ^ 
denote the null space for each bilinear form ( - , - ) i -

Through observation and computational simulations, we find 

Span(A/, i = 1 , . . . , 9) = Span(£;/, i = 8 , . . . , 16). 

Using the same argument from Remark 6.6.1, we can find the image of 
the space spanned by the the image of ig.iC^'ii • • •, ^-'le), i = 1, • • •, 7, 
where 

LQ{XI, . . . , as'ie) = (L6,i(^'i, • • •, xi^),..., LQ^IQ{XI, .. .,x-i6))-
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In this way we find the image of the Unear parts of the seven variables 
{ x i , . . .jXy} composed by Lg. Again following the same argument of 
Remark 6.6.1 and by combining L5 and La, for any basis of the space 
spanned by La^i{xi,..., x'lg), i = 1 , . . . , 7, if we compose each by L^ 
from the right, this gives us a basis of the image space of the span of 
the linear parts of seven variables {xi,..., X7} composed by L2. We will 
denote a basis we find for this space by ki{x(),..., x-27), i = 1 , . . . , 7. 

S t ep 7: Completing the Attack. 
Assume we have a message P to be signed. We first randomly choose r̂  

and solve the equation ki{xo,..., X27) = ri by Gaussian elimination, and 
then substitute the final results into the polynomial equations coming 
from a basis of Gi found in Step 5. Prom the point of view of algebraic 
geometry, this is equivalent to giving specific values to x i , . . . , X 7 for 
/ j . This should produce nine linearly independent equations, which we 
again solve by Gaussian elimination. This is equivalent to solving the 
polynomials from Group (I). 

Next we substitute it into the remaining two polynomial equations 
from G12, whose linear combination would produce one linear equa­
tion. Again, we then substitute again, and the remaining equations 
should produce another linear equation. This solves the polynomials 
from Group (II). 

When we substitute again, we will only have nine nonlinear equations 
left from (6.6.0). These all come from linear combinations of polynomials 
from Group (HI), but with all x i , . . . , .xig replaced by given values, and 
the variables XQ, x i g , . . . , X27 have undergone an invertible afSne linear 
transformation. 

Let us choose a random set of values ŵ , choose x\ = w i , . . . , xi% = vi%, 
and let 

F ' ^ j ( x o , X i 9 , . . . ,X27) = }i{xo,Vi, . . .,Vi8,XiQ, . . . , X27), 

for'« = 12, . . . , 2 0 . Let 

F ^ ( x o , Xi9, . . . , X27) = {f!2i^0, a;i9, • • • , 2^27), • • •, / | o ( ^ 0 , XiQ, . . . , X27)), 

and let 

F ' = ( x o , X i 9 , . . . , X 2 7 ) = LI o / ^ o L 2 ( . T o , . X i 9 , . . . , X 2 7 ) , 

where Lj and i j ^^^ invertible afhne linear transformations. The prob­
lem now is to solve a set of equations of the form: 

F''(xo,Xi9, . ..,X27) = Pe, 
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where Pe belongs to A;̂ . To do this, the only thing we need to know 
is how to hnd the image of the linear part of XQ under the composition 
from the right by 1̂ 2, which is a linear combination of other variables. 
The observation is that all quadratic parts of the / f are of the form 
XQ X Xj with no other quadratic terms, and the corresponding quadratic 
form has rank two. 

Let /^ and /^ be two linearly independent elements in the space 
spanned by / ? , and let Â ^ and N^ denote the null space for each bilinear 
form derived from the quadratic part of /^ and /^. Through computer 
simulations and direct proof, we have 

Span(7V„^ Â ,̂ ) = Span(Ef, i = 1 , . . . , 9), 

where Ef = ( 0 , 0 , . . . , 1 , . . . , 0) is the standard basis in k^^. Using the 
same argument from Remark 6.6.1, this implies we could find the image 
of the space spanned by L2 (XQ , . . . , X27), where 

Ll{xo, Xi9, . . . , .X27) = (^2,0(3^0, Xig, . . . , X2T), . . . , L\o,{x,Q, .Xi9, . . . , X^l))-

This is done by finding the corresponding dimension two space of the 
invariant variables for both /^ and /^ as described in Remark 6.6.1. 
The intersection of the two spaces has exactly dimension one, and it is 
proportional to the linear part of U^ ^{XQ, . . . , X27). 

We choose a random value for L\ Q{XQ, . . . , X27) and then substitute it 
into the nonlinear equations, which is equivalent to the case of giving XQ 
a specific value in addition to x i , . . . , 2:27 in all the / j . This will produce 
again 9 linear independent equations. Finally, we collect all the linear 
independent equations whose solution will give a forgery of a signature. 

On the other hand, as was pointed out in [Yang and Chen, 2005a], the 
result from Step 1 can be used to attack the system directly by assigning 
values to the Vinegar variables right away, but this approach has a much 
higher complexity. 

The Complexi ty 

In all steps above, we analyze the computational complexity, except 
the cases where we only have to solve some simple linear equations, 
which is of very small complexity. We can easily see that the complexity 
of the attack procedure is dominated by Step 2. Therefore we conclude 
that the attack complexity is less than 2̂ ^̂ . 

Further Comments about T T S 

One of the interesting ideas from the first TTS schemes, something 
that it inherited from the original design of the TTM cryptosystem, is 
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the use of sparse polynomials. In other words, whenever we are sup­
posed to choose random polynomials, we instead choose some special 
sparse polynomials with randomly chosen coefficients. The purpose of 
this is to make the secret (decryption) computation, or the signing pro­
cess, much faster. This is a very good idea, and much more work is 
needed to be done to justify the specific choice of the sparse polynomi­
als. The new TTS schemes later proposed another version, which also 
uses sparse polynomials and it seems that these schemes could resist all 
existing attacks [Yang and Chen, 2005a; Yang and Chen, 2004c]. How­
ever due to the use of sparse polynomials, the security of these new TTS 
cryptosystems remains an open problem. 

We note in passing that all the TTS and Tractable Rational Map 
Signature schemes [Wang et al., 2005] can be viewed as special examples 
of the Rainbow signature scheme. Also the so-called tractable Rational 
maps [Wang et al., 2005] are nothing but the "sequential solution type" 
maps used by Tsujii, Kurosawa, Fujioka, and Matsumoto [Tsujii et al., 
1986]. 

6.7 F u r t h e r G e n e r a l i z a t i o n s of Tr iangular M a p s 
In [Wolf et al., 2004], a further generalization of the triangular map 

is presented, called step-wise triangular maps. The key map 

S{xi, ...,Xn) = {Sl{xi, . . . , Xn), •••, ^Lrixi, . . . , X^) ) 

is given as 

Sl{xi,.. .,Xn) =Pl{xi,. . .,Xr) 

^r 1,̂ 1) • • • J ^n) ^^ Pr(Xl> • • • i ^r) 

S ( ; _ l ) r + l ( 2 ; i , •..,Xn) = P(l-l)r+l{x\, • • •, Xr, • • •, Xir) 

Slry^lj • • • J ^n) ^^ Plr\Xlj • • • ; ^-r; • • •) ^Ir) 

S(L-l)r+l{^l^ • • • I ^n) == P(L-l)r+l{^l! • • •, Xr, • • •, Xlr, • • •, X„) 

^Lry^lj • • • 1 Xji) =^ PLryXi, • • • , ^ r i • • • , ^i-,--, . • •, X^i)-
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Clearly TTS, Tractable Rational Map, and the Rainbow signature 
scheme are covered under such a generalization. Cryptanalysis of this 
general scheme is presented in [Wolf et al., 2004], making use of similar 
methods to those presented above, and in particular the rank analysis 
either from the top or the bottom. Using this formulation, the authors 
defeat the RSE(2) or RSSE(2) schemes from [Kasahara and Sakai, 2004a; 
Kasahara and Sakai, 2004b]. 

6.8 Other Related Work 
The more general form of triangular maps is used in [Tsujii et al., 

1987; Tsujii et al., 1989; Tsujii et al., 2004]. For example, in [Tsujii 
et al., 1989], a degree four MPKC on a relative large field with five 
variables is given. Its security needs a more careful analysis. In [Yang 
and Chen, 2005a], an improved MinRank method is proposed. This 
algorithm uses a new concept of interlinked kernels among the kernels for 
the corresponding quadratic form with the lowest rank. Essentially, the 
efficiency is improved by a factor of the number of interlinked kernels. 
The basic idea of TTM is also closely related to the Feistel family of 
symmetric cryptosystems like DES. 



Chapter 7 

DIRECT ATTACKS 

The cipher of a multivariate cryptosystem is typically a set of m 
quadratic polynomials in n variables over a finite iield 

G{xi,.. . ,x„) = {gi{xi,.. . , x „ ) , . ..,gm{xi,...,Xn)). 

This set of polynomials is the public key and thus publicly accessible. 
Since we assume that the communications are through an open channel, 
an attacker will also have access to the ciphertext {y[,..., y'^) in the case 
of encryption. It could also be a signature in case the attacker plans to 
forge the signature to a document. Therefore, the attacker automatically 
has the set of equations 

gi{xi,...,Xn) =y'i, 

which is the same as the set of equations 

gi{xi,...,Xn) -y'i=0, 

gm.{xi,...,Xn) -y'm = 0. 

We call this a set of public equations for the ciphertext {y[, • • -,2/™)-
Therefore, any general method to solve a set of multivariate polynomial 
equations can be used for attacking an MPKC. Thus it is very important 
to know how efficient general methods are in solving these polynomial 
equations for the unknowns and thus breaking the cryptographic system. 
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If the set of equations are over the field of the real numbers, where 
certain numerical approximations are allowed, then it suffices to find 
approximate solutions. In this case numerical methods are used and 
they are often based on the ideas of Newton. 

When equations over a finite field are considered, numerical methods 
do not appear to be applicable. Exact solutions are desired and so 
methods of algebraic geometry come into play. Only a limited number 
of distinct methods exist for solving systems of polynomial equations 
over a finite field and they can be grouped as follows: 

• Grobner bases method, 

• XL method, 

• Zhuang-Zi method. 

The first one is the most important method of the three. It was 
introduced by Buchberger in the 1970s and it has been refined since 
then. Given a set of polynomial equations 

/ i ( a ; i , . . .,a;„) = 0, 

; (7.1) 

the problem is to compute a basis for the ideal generated by the set 
F = { / i , - - - , /m}- Once a basis has been obtained, it is possible to 
investigate what kind of solutions exist and if possible, to compute them. 
Furthermore, this basis can be used to determine if an element is in the 
ideal or not. 

When the coefficients of (7.1) come from a finite field, say k = GF{q), 
tlie solutions x ' l , . . . , x-„ are to be found in the same field. The method 
of Grobner bases does not take advantage of this fact, and it is necessary 
to augment (7.1) with 

/m+i = a:? - X: = 0, 

which are used to eliminate the spurious solutions in an extension field 
of the finite field k, but not in k. 

Another method for solving systems of nonlinear equations attempts 
to convert the nonlinear equations (7.1) into linear ones by introducing 
additional variables which represent the nonlinear terms. The nonlinear 
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terms are derived through the method of generating the corresponding 
ideal by multiplying monomials. This method goes by the name XL, 
(extended Linearization) and variations thereof. From the name it can 
be seen that its origin lies in the linearization equation method intro­
duced by Patarin [Patarin, 1995] to attack the Matsumoto-Imai system. 

The Zhuang-Zi method attempts to take advantage of the fact that 
the solutions are in a finite field. The set of equations and the variables 
are lifted into a polynomial ring with coefficients in an extension field, 
K [X], so that solving (7.1) is the same as finding the roots of a single 
polynomial in the variable X. As usual, nothing comes for free and 
the resulting polynomial can have a very high degree. The Zhuang-Zi 
algorithm provides a method to convert this polynomial to an equivalent 
one with a lower degree. When the degree of the resulting polynomial is 
low enough, its roots are found by one of the well known methods for a 
single variable polynomial in a finite field [von zur Gathen and Gerhard, 
2003; Geddes et al., 1992; Knuth, 1981]. It is possible that spurious 
roots are introduced by this approach and it is necessary to check that 
each root is actually a solution of (7.1), eliminating those that do not. 
This method is very much inspired by the ideas of Matsumoto-Imai 
[Matsumoto and Imai, 1988; Patarin, 1996b; Kipnis and Shamir, 1998]. 

It is clear that the topics for this chapter deserve their own book. 
The purpose of this chapter is to give a reasonable introduction to the 
basic ideas in the related research areas. We will start by introducing 
some basic notions of algebraic geometry which we will use. Then we 
will discuss the three algorithms and the connection between the first 
two algorithms. 

7.1 Basic Results from Algebraic Geometry 
For this chapter we would like to introduce some basic notation and 

theorems from algebraic geometry without any proofs. This will make it 
much easier to explain the basic ideas and concepts for the XL algorithm 
in particular. The proofs can be found in any standard text book [Cox 
et al., 2005]. Let k[xi,.. .,Xn] be the space of functions over fc" as 
previously defined. 

Definition 7.1.1. An ideal I in the space of functions k[xi,..., x„] is a 
subring in k[xi,..., x„] such that for any element a G k[xi,..., x„] and 
any element b G I, we have ab G / . 

Theorem 7.1.1. Let G = {gi,. . •, gs} be a set of polynomial functions. 
The smallest ideal which contains this set consists of elements in the 
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following form: 

s 

i=l 

for all possible hi G k[xi,... ,Xn]- This ideal is also called the ideal 
generated by G = {gi,... ,gi} and is denoted by (G) or {gi, • • •, gi)• 
Theorem 7.1.2. There is a bijection between the space of all sets in /c" 
and the set of all ideals in k[xi,..., x„]. The correspondence is given by 

C(/ ) = { ( a i , . . . , a „ ) G fc" I / ( a i , . . . , a „ ) = 0 for any / S / } . 

Theorem 7.1.3. If a set of polynomial equations 

gi{xi,. ..,Xn) = 0, 

has a unique solution 

Smy^lt • • • 1 ^n) ^? 

X\ — Cti, . . • , X'li — d'li 

then the ideal generated by gi,.. .,gm contains the elements xi — ai,..., 
Xn — O'Ti, o,nd in fact is {xi — a i , . . . , x„ — a„). 

Theorem 7.1.4. If a set of polynomial equations 

gi{xi,.. •,Xn) = 0, 

has multiple solutions such that there does not exist a proper affine subset 
which contains all these solutions, then no linear (affine) function exists 
in the ideal generated by gi,...,gm-

7.2 Grobner Bases 
Grobner bases have been studied intensively for more than thirty years 

and many books have been written on this topic. Our presentation is 
only superficial and is only a small part of what can be found in books like 
[Adams and Loustaunau, 1994; Becker and Weispfenning, 1991; Kreuzer 
and Robbiano, 2000] and others. 

Grobner bases provide a very general method to solve systems of mul­
tivariate polynomial equations and all practical multivariate cryptosys-
tems must be able to resist this attack. Since the exact complexity for 
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computing a Grobner basis is typical not known, it is common to exper­
iment with small examples to see how the time and space requirements 
increase as the size of the example grows. With this data, some heuristic 
statements can be given about how well a particular system can resist a 
brute force attack via Grobner bases. 

Grobner bases are typically discussed for polynomial rings over the 
integers or rational rmmbers. In these cases it has been shown that the 
problem is NP-hard. Unfortunately, or fortunately for cryptography, 
the complexity of Grobner bases does not change when polynomials are 
considered over finite fields. Therefore, the discussion that follows is of 
more general nature and follows other presentations of this topic. 

The concept of Grobner bases was introduced by Bruno Buchberger in 
his thesis [Buchberger, 1965] when he tried to do algorithmic computa­
tions in residue classes of polynomial rings. The theory of Grobner bases 
is centered around ideals generated by finite sets of multivariate polyno­
mials. The original motivation for studying polynomials comes from the 
relationship between algebra and geometry. Today, multivariate poly­
nomials arise in many areas of pure and applied mathematics. Solving 
the polynomial equations is often an essential step for understanding the 
given problem. 

The name Grobner basis was introduced by Buchberger in 1975, in 
honor of his thesis advisor Professor Wolfgang Grobner who had sug­
gested to Buchberger the use of the S-polynomial. This led Buchberger 
to a powerful algorithm, and he also proposed at once several improve­
ments to this algorithm in order to make it useful in computations [Buch­
berger, 1979]. Over the years, Buchberger's algorithm has been studied 
extensively, improved, and refined. It also has been implemented in 
most computer algebra systems, in many cases in a version proposed by 
Gebauer and MoUer [Gebauer and Moller, 1988], and thus is known as 
the Gebauer-Moller Installation. 

More recently Faugere [Faugere, 1999] proposed additional refine­
ments, in particular one which simplifies in parts the programming of 
the algorithm and thus leads to a more efficient implementation. His 
versions for computing Grobner bases are known as the F4 and F5 algo­
rithms. Alan Steel has implemented F4 for the computer algebra system 
Magma [Computational Algebra Group, 2005]. At the time of the writ­
ing of this book, it is one of the best and fastest methods for computing a 
Grobner basis. Nevertheless, due to the exponential increase in time and 
space requirements for the method, many polynomial equations remain 
unsolvable for all practical purposes. 
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Term Ordering 
The Gaussian algorithm is often used to solve systems of linear equa­

tions efficiently. When Buchberger's method of Grobner bases is used on 
linear systems of equations, it is similar to Gaussian elimination. There­
fore, the method of Grobner bases can be considered as an extension of 
Gaussian elimination to nonhnear polynomial equations. In the Gaus­
sian algorithm, the order in which variables are eliminated is not very 
important and it usually follows from the order in which the coefficient 
matrix is written. On the other hand, for Buchberger's algorithm the 
ordering of variables and of terms is very important. There exists many 
examples where the algorithm will succeed in finding a basis with one 
ordering, but will fail to do so in another ordering due to time or memory 
constraints. 

We will denote a polynomial ring over a field k by k[x], where x = 
(x'l, X2, •. •, Xn) represents an (ordered) set of variables. We will use the 
following definitions. 

Definition 7.2.1. 

1.) A polynomial of the form f = x^^x'2 • • -x]:^ with ii,i2,..., in G N is 
called a monomial . 

2.) The m,onom,ial x\x^ '' '^^ **" usually written as 1. 

3.) The set of all possible monomials in k [x] is denoted by T". 

4-) For c e k, f = cx\^ • • • xjj" is called a term. 

5.) Every polynomial f & k[x] can be written as a sum of terms: 

f = citi -\ \-Cmtm, 

with m (E N, Cj 7̂  0 and all monomials t^ are distinct from each 
other. 

6.) A constant polynomial is given by f = c. When c = 0 it is called 
the null-polynomial. The null-polynomial must sometimes be treated 
differently from other polynomials. 

7.) The set Supp(/) = { t i , . . . , t„} is called the support of f. When a 
subset F C k[x] of polynomials is considered, then the definition of 
support is extended accordingly to Supp(F) = U/g7rSupp(/). 

8.) For a monomial i = x^' • • • x ^ with i i , . . ., in S N, we call the num­
ber deg(t) = '<i + i2 + • • • + in the degree of the monomial t. 
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9.) For an arbitrary polynomial, the degree of f is defined as: 

deg(p) = max{deg(t) 11 e Supp( / )} . 

A constant polynomial has degree 0, hut the null-polynomial by def­
inition is given any degree in N. 

The notations for monomials and terms are often interchanged in the 
hterature. When a coefficient is unity tfien it does not matter, but 
in other cases it does. We foUow tlie convention that seems to be in 
common use in recent years and also has been adopted by the computer 
algebra system Magma [Computational Algebra Group, 2005]. With 
this convention, a polynomial is a sum of terms and the factors of each 
term are a coefficient and a monomial. 

Some computer algebra programs also do not distinguish between a 
constant polynomial and the null-polynomial. Those programs that do 
make a distinction often assign a negative integer or some other special 
value to the degree of the null-polynomial. 

Buchberger's algorithm requires that the set of monomials 

T - = K / - - - x ^ " | i i , . . . , i „ e N } 

obey an admissible ordering as given in the following dehnition. 

Definition 7.2.2. Let a C T^ x T^ be a complete relationship defined 
on T^. Instead of (^1,^2) & CT we write ti <„• t2, and we will also use 
the other common symbols indicating an order. An ordering is called 
admissible if for all ^1,^2,-^3 G T " the following holds: 

!•) l<ati, 

2.) ti <a 2̂ = ^ tit^ <a ^2^3-

A variety of admissible orderings is possible, but only three are in 
common use in computer algebra systems, since they turned out to be 
the most useful ones in practice. For writing down the definitions it is 
helpful to define log : T" —> N", the logarithm of a monomial by: 

\og{x^^---x^) = ( i i , . . . , i „ ) . 

Definition 7.2.3. In the pure lexicographic (lex) ordering we have: 

h <lex 2̂ 

whenever the first non-zero component in log(t2) — log(ii) is positive. 
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Note that by specifying the polynomial ring as k \xi, X2,.. •, x„], the 

precedence of the variables 

is implied. The ordering is called lexicographic since the terms appear 
in the order as they would be given in a dictionary. 

Definition 7.2.4. In the graded lexicographic (glex) ordering we 
have: 

tl <glex ^2 

if either deg{ti) < deg{t2), or both deg{ti) = deg{t2) and ti <iex ^2-

The ordering is called graded lexicographic since it first grades the 
monomials by total degree and then uses the lexicographic ordering for 
monomials with the same total degree. This ordering is rarely used in 
practical applications as the next ordering often produces Grobner bases 
with fewer terms. 

Definition 7.2.5. In the graded reverse lexicographic (grevlex) or­
dering we have: 

''1 ^grevlex ^2 

if either deg{ti) < deg{t2), or both deg{ti) = deg{t2) and the last non­
zero component o/log(t2) — log(ti) is negative. 

Again the monomials are graded by their total degrees and then ties 
are decided by the negation of the lexicographic ordering of the variables 
in reverse order. For two variables, the last two orderings give the same 
results, but for three or more variables the orderings are different and 
one order cannot be obtained from the other by simply interchanging 
variables. 

Example: Let p{x,y, z) = [x + y + zY ~\-y^ be a polynomial in k [x,y, z\ 
with k = GF{2) and x >iex y >iex z implied. The polynomials are 
always written in decreasing order of their monomials. 

• Under lexicographic order: p{x, y, z) = x'"^ + x'^y + x^z + xy'^ + xz'^ + 
y"^ + y''^ + y'^z + yz"^ + z'^. 

• Under graded lexicographic order: p{x, y, z) = y"* -\- x^ -\- x^y + x'^z + 
xy^ + xz'^ -\-y^ + y'^z + yz"^ + z'^. 

• Under graded reverse lexicographic order: p(x, y, z) = y^ + x^ + x"^y-\~ 
xy'^ + y^ + x^z + y'^z + xz^ + yz'^ + z^. 
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Any polynomial in k [x] contains a term whose monomial is maximal 
with respect to a given ordering a. We will adopt the following notation. 

Definition 7.2.6. 

1.) Given f G ^ [â ] \ {0} and an admissible ordering a for T", there 
exists a unique representation f = Y^iLi ^i^i Z^'' / ; with m e N^, 
Ci&k\ {0}, ti G T", and ti>^ •••>^t^. 

2.) The leading monomial of f is t i . It is the maximal monomial 
in Supp{f) with respect to the order a. It is denoted by LM(^{f) or 
simply by LM{f) if the term ordering a is understood. 

3.) The leading coefficient is ci, and is denoted by LC^if) or simply 
LC{f). 

4.) The leading term is c\ti, and is the product of the leading coeffi­
cient and the leading monomial: 

LT{f) = LC{f)-LM{f). 

5.) The convention LCifS) = 0 and LT{0) = 1 is standard for the null-
polynomial. 

Reduction of Multivariate Polynomials 
The structure imposed by the ordering a on k [x] allows certain types 

of simplification when a set F of polynomials is given. This reduction 
from one polynomial to another modulo F is the most computationally 
intensive part of the algorithm. It can be viewed as one step in a more 
generalized division process for multivariate polynomials. A polynomial 
g reduces to another polynomial h modulo the subset F C k[x] if and 
only if the leading term LT[g) can be deleted by subtracting an ap­
propriate multiple of a polynomial in F. This reduction is denoted by 
g h^F h and is defined as follows. 

Definition 7.2.7. The reduction g y-^p h holds if and only there exist 
f & F and p G k[x] such that 

h = g-pf 

with LM{g) > LM{h). If such a reduction is not possible, then g is 
called irreducible modulo F. 

In other words g is irreducible modulo F if no leading term of an 
element in F divides the leading term oi g. If gi is reducible then the 
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reduction process involves the subtraction of a multiple of a polynomial 
in F so that the resulting answer is in some sense smaller. We note that 
this answer may actually consist of more terms afterwards. Of particular 
significance is that the new polynomial h is equivalent to g with respect 
to the ideal generated by F. 

Example: Consider the set F = {/i,/2} C GF{2) [x,y] with graded 
lexicographic ordering, where 

fi^x^y + x^ + y^, f2 = xy'^+y^ + l. 

Then for the polynomial g = x^y -\- x'^y'^ + xy -\- x, the following reduction 
is possible: 

g i-^/i h = g - xfi = x^ + x^y^ + xy^ + xy + x. (7.2) 

Obviously additional reductions are now possible modulo F and this 
leads to the following definition. 

Definition 7.2.8. A polynomial h is the normal form of g if g <—^F h 
and h is irreducible modulo F. 

Continuing with the example above: 

h^fr h- yfi = x^ + x'^y + xy^ + y^ + xy + x. (7.3) 

On the other hand, if /2 is used instead on the result in (7.2) then two 
reductions are possible: 

h 1-̂ /2 h- xf2 = xy^ + x^ + xy^ + xy 

1-̂ /2 / + a;̂  + xy^ +xy + y (7.4) 

This example shows that a normal form is not unique and that it depends 
on which order the elements of F are used for the reduction. Although 
the leading terms in (7.3) or (7.4) can no longer be reduced, the example 
shows that lower terms can still be eliminated by subtracting appropriate 
multiples of / i or /2. From (7.3) we can subtract first / i and then /2 to 
obtain: 

^^/^ x^ + xy^ + y^ + x^ + xy + y^ + X 

1-̂ /2 x^ + x^ + xy + y^ + x + l, (7.5) 

whereas from (7.4) we can subtract /2 to arrive at: 

^f, ' / + x^ + y3 + xy + y + 1. (7.6) 
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These examples lead to the following definition. 

Definition 7.2.9. A polynomial g is complete ly reduced with respect 
to F if no term in g is divisible by any LM{fi) for all fi G F. 

The example also leads to a generalization of the division algorithm 
for polynomials in a single variable x, which says the following: Given 
g,h G k [x] with h ^ 0, there exist unique polynomials q,r £ k [x] 
such that g = hq + r, and either r = 0 or deg(r) < deg(/i). For the 
multivariate case we need to divide the polynomial g € k[xi,..., x„] by 
polynomials from a set F = { / j , . . . , fg}, where each fi E k [x] comes 
from the same ring of polynomials. The generalized division algorithm 
for the multivariate case x = [xi,.. . ,x„) is given by in the following 
theorem. 

Theorem 7.2.1. Let F = {/i , . . . , fg} be an ordered set of polynomials 
in k [x]. Then for any g & k[x] there exists polynomials pi,... ,Ps G k[x] 
such that 

g = P i / i H h Psfs + r, 

where either r = 0 or r is a completely reduced polynomial. 

Remark 7.2.1. The examples in (7.2) to (7.6) show that r (the "re­
mainder") is not unique in the multivariate case, as on the one hand 

r = g - {x + y + l)fi - f2 = x"^ + x'^ + xy + y'^ + X + 1, 

and on the other 

r = g - xfi - [x + y + l ) /2 = y'^ + x'-^ + y-^ + xy + y + 1. 

Uniqueness exists when a complete reduction gives 0, as then all other 
reductions must lead to 0 as well. 

Corollary 7.2.1. Assume that one complete reduction of the polynomial 
g as given in the previous theorem is g i-^p 0. Then all other reductions 
lead to 0 as well. 

Proof. Assume that 

g-Pifi- Psfs=0 but that g-qifi- qsfs=r 

with r 7̂  0. Then r can be reduced further to 0 within F since from the 
two equations it follows that 

r+{,qi- P i ) / i H V{qs- Ps)fs = 0. 

• 
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A more troublesome aspect of the reduction modulo F is that even 
if g H-»̂  0 and h y^p 0 for two polynomials g,h E. k[x], this does not 
guarantee that either g + h or g — h reduce to 0 modulo F. The following 
simple example with g, h G GF{2) [x, y, z] and F = {/i, /2, fs] illustrates 
this phenomenon. Let 

fi =x'^yz + z'^, f2 = xy'^z + xyz, f^ = x'^y'^ + z"^, 

and 
g = X y z + z and h — x y z + x yz. 

Since g = zf^ and h = x/2 for both polynomials, it is clear that g, h t-^p 
0 holds. However, g + h = x'^yz + z^ is already completely reduced 
modulo F. The example shows that additional polynomials have to be 
added to F in order to obtain a basis for the ideal generated by F. This 
will be at the heart of the algorithm of Buchberger and will be discussed 
in the next section. 

The reduction process occurs at the inner-most level of Buchberger's 
algorithm and thus deserves some comments on how to organize it effi­
ciently. First of all, the polynomials in F have to be mutually irreducible. 
This is accomplished by adding one polynomial at a time to the set. 
Assume that F = {/i, • • •, /n} already consists of mutually irreducible 
polynomials and that 5 is a possible candidate for inclusion in F. After 
seeing that g >—^F h with /i 7̂  0, then h can be added to F. At this point 
it is necessary to check that none of the polynomials fi, i = 1,.. .,n can 
be reduced further with the help of h, or even removed from the set F in 
case fi y~^h 0. A minor speed-up is achieved when all leading coefficients 
for the polynomials in F are 1. This is easily accomplished by dividing 
h by its leading coefficient LC{h) before adding h to the set F. 

It is not clear if complete reduction is always a good strategy, as the 
reduction of the leading monomial suffices and the additional computa­
tional cost may not be worth it. It is clear even for complete reduction 
that monomials have to be eliminated in decreasing order since each 
individual reduction step will affect the lower order terms. 

The order in which the polynomials of F are used to reduce g can 
give different reduced forms of g. Since a division algorithm will use the 
polynomials / i , /2, •. • in the order in which they are given, it will have 
an influence on the result. It is desirable to reduce a new polynomial g 
as quickly as possible, therefore a good choice is to store the polynomials 
of F by increasing order of their leading terms; that is, / i <a f2 <a • - • • 

A more efficient approach has been advocated by Faugere, which 
works well for homogeneous polynomials. Given a set of polynomials 

F = {h,...,fsf, 
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viewed as a column vector, arrange the monomials in Supp(F) in the 
order as given by a, that is, h >CT • • • >a t-m- Then write the monomials 
also as a column vector: 

X = {ti,.. .,tm) • 

In this way the polynomials can be written in matrix form by: 

F = AX, 

with some coefficient matrix A of size s x m. The reduction of F is then 
the same as bringing the matrix A into the row echelon form A with the 
help of the Gaussian elimination. The unique row echelon form is: 

A 

Any complete row of zeroes has been omitted from A and it is easy 
to see that rank{A) < min(m, s). The completely reduced system of 
polynomials is then given by AX. 

Example: In order to keep things simple, again consider polynomials 
in GF{2)[x, y, z] with lexicographical ordering. The set F consists of the 
four polynomials: 

1 
0 
0 

0 

* • 
0 • 
0 • 

0 • 

* 
• 0 
• 0 

• 0 

0 
1 
0 

0 

* • 
* • 
0 • 

0 • 

* 
* 

• 0 

• 0 

0 
0 
1 

0 

* • 
* • 
* • 

0 • 

* 
* 
* 

• 0 

0 
0 
0 

1 

* • • 
* • • 

* • • 

* 

* 
* 
* 

* 

x"^ + x^y + xyz + yz^ 

x^ + x^y + xy2 + y^ 
h 

/3 = x^ + x^y + xyz + y'^z + z^ 

k x^ + x^y + xy'^ + y^ + y'^z + yz^ + z^ 

so that the coefficient matrix is given by 

A 

1 
1 
1 
1 

1 
1 
1 
1 

0 
1 
0 
1 

1 
0 
1 
0 

0 
1 
0 
1 

0 
0 
1 
1 

1 
0 
0 
1 

0 
0 
1 
1 

with the vector for the support X = (x , x y, xy , xyz, y^, y^z, yz , z ) 
The unique row echelon form is found to be 

3\T 

A 
1 
0 
0 

1 
0 
0 

0 1 0 
1 1 1 
0 0 0 

0 1 0 
0 1 0 
1 1 1 
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so that the reduced polynomial set is 

F = {x^ + x'^y + xyz + yz'^, xy"^+ xyz + y^+yz'^, y'^z + yz^+ z^}. (7.7) 

A homogeneous polynomial of degree d with n variables can have 

^n + d~l^ 

d 

different terms. This number quickly becomes large for increasing de­
gree, and for that reason only a sparse matrix implementation is feasible. 
Faugere reports that when trying to find a Grobner basis, huge matri­
ces can be encountered, and even the sparse matrix implementation for 
reducing a set of polynomials may run out of storage space. 

S-Polynomials 
Defini t ion 7.2.10. Let I be an ideal. A basis G for I is called a Grobner 
basis if 

pel <=> p ^-^G 0. 

Equivalent definitions exist. For example, G is a Grobner basis when 
the only irreducible polynomial in G is p = 0. An arbitrary basis F 
in general does not form a Grobner basis, since some combination of 
polynomials in F may lead to a nonzero irreducible polynomial, which 
then has to be added to F in order to complete the basis. Buchberger 
showed that it suffices consider the so-called S-polynomials, which are 
formed form pairs of polynomials in the given basis in accordance with 
the following definition. 

Defini t ion 7 .2 .11 . The S-polynomial of two polynomials f and g in F 
is defined by: 

where J = lcm{LT{f), LT{g)). 

J is the smallest term that both / and g can reduce. Thus J/LT{f) 
and J/LT{g) are terms. Therefore spoly{f, g) is a linear combination of 
/ and g formed in such a way that the leading terms in both components 
cancel each other. 

Example: Let F — {/i, 72} with / i = xyz + z'^ and /2 = 2^ + z^ be 
polynomials with integer coefficients, using the lexicographical ordering. 
Then J = xyz^ and 

3 3 

spolyifi, /2) = ^^^^^/i - ^ ^ ^ / 2 = z'^fi - xyzf2 = 2;̂  - xyz'^. 
xyz z"^ 
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E x a m p l e : Let F = {/i, /2} with / i = ix'^yz ~ Iz^ and /2 = ^xz^ + 2j/2; 
be polynomials, again with lexicographical ordering. This time J = 
Qx?"yz^ and 

^Poly[fi, f2) = ^ r - ^ — / i - ——0-/2 = 2z h - xyf2 = -2xy z - 4z . 
6x^yz bxz'^ 

T h e o r e m 7.2.2. (Buchbergerj G is a Grobner basis if and only if 

spoly{p,q) i->G 0 

for all p,q G G. 

Proof Since spoly{p, q) is in the ideal generated by G, the only if part 
is obvious. 

Let {gi,..., gs} be a basis for G. Without loss of generality we can 
assume that the g^ are monic, since each g^ can be divided by its lead­
ing coefficient and it does not affect the statement or conclusion of the 
theorem. Assume that / e (G) but that it cannot be reduced to zero. 
This means that 

s 

f = Y.^igi- (7.8) 

With the given term order a we then can find the monomial t that 
is maximal among the head terms LT{higi). It is easily possible that 
t >cr LM{f), since when forming the sums in (7.8) high order terms can 
cancel each other. The monomial t is also not necessarily unique, but of 
all the possible candidates there will be one that is minimal with respect 
to the order cr. This is the one we consider. 

Without loss of generality we can also say that t occurs in the first 
m terms of (7.8), for i = 1 , . . . , m. We will use induction on m to show 
that / can be reduced further. 

When m = 1, 

s s 

f = higi + ^ higi and / ^g^ ^ higi, 
i=2 i=2 

so that t was not maximal among the higi. 
Now assume that / can be reduced further when i is in m = A; terms 

of (7.8), but that / cannot be reduced further if i is in m = fc + 1 leading 
terms of (7.8). Write 

k+l s 

f = higi +11292+ Yl^i9i+ X ] higi (7.9) 
i=3 i=/c+2 
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k+l 

= LT{hi)gi - aLT{h2)92 + (/i2 + aLT{h2))g2 + Y. ^^^i + L 

where a = LC{h\)/LC{h2) since LC{gi) = LC{g2) = 1- Also, / consists 
of terms smaller than t; that is, 

s 

f = {hi-LT{hi))gi+ ^ higi. 
i=k+2 

Consider the first two terms in the expanded form of (7.9). Since 
LM{higi) = LM{h2g2) = t it follows that 

LT{hi)gi - a LT{h2)g2 = gcd {LT{hi), LT{h2)) spoly{gi, ,92). 

By the assumption of the theorem it can be reduced to zero. Thus (7.9) 
has been rewritten so that it only has k terms of the form higi whose 
leading terms contain t. By our induction hypothesis they also can be 
eliminated. D 

The theorem can be translated immediately into an algorithm for 
computing a Grobner basis. 

procedure Groebner(F) 
/ / given a set of polynomials JP = {/i , . . . , fk} 
11 return a Grobner basis G 

G = F 
k = length(G) 
^ = {{9i,9i) •• ^<i<j<k} 
while {B ^ 0) do 

pick {p, q)e B 
B = B-{{p,q)} 
h = NormalForm(.spoZ?/(p, (/),G) 
if/i 7^0 then 

k = k + l 
B = BU{{gi,h) : 1 < i < k} 
G = GU{h} 

end if 
end while 
return G 

end procedure 

One obvious question is whether or not the algorithm terminates. The 
answer comes from Hilbert's basis theorem, which guarantees that only 
finitely many diff^erent h must be added. 
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The correctness of the algorithm does not depend on the order the 
polynomials in F are given or on the order the pairs {gi, gj) are selected 
from the set B, but different choices will lead to different outcomes. In 
other words, the algorithm produces one of the many possible Grobner 
bases for the ideal generated by F. 

It should also be noted that most reductions of an S-polynomial will 
lead to zero. This causes a lot of unnecessary work. Buchberger himself 
has suggested several criteria that can tell in advance if the S-polynomial 
of a pair of polynomials will reduce to zero, and therefore the reduction 
does not need to be carried out. These improvements to the basic algo­
rithm will be considered in the next section. 

Improved Buchberger's Algorithm 
Fortunately the non-uniqueness of the basic algorithm can easily be 

corrected. 

Definition 7.2.12. A Grobner basis G = {g i , . . .,gs} is said to be re­
duced if all gi are monic and LM{gi) does not divide LM(gj) for all 
i T^i; 1 < i,j < s. 

Buchberger showed already in [Buchberger, 1965] that if G and H are 
reduced, monic Grobner bases generating the same ideal then G = H. 
The modified algorithm of the previous section then reads as follows. 

procedure Groebner(F) 
/ / given a set of polynomials F = { / j , . . . , / „} 
/ / return a reduced Grobner basis G 

G = Reduce(F) 
k = length(G) 
B = {{gi,gj) : 1 < i< j < k} 
while {B ^ 0) do 

pick (p, q) G B 
B = B-{{p,q)} 
h = NormalForm(spo?i/(p, g), G) 
if /i 7̂  0 then 

B^BU{{gi,h) : 1 < i < k} 
G = Reduce(G U {h}) 
k = length(G) 
Update (B) 

end if 
end while 
return G 

end procedure 
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The initial step insures that we start with a reduced set of polynomi­
als. Later, each time a new polynomial h is added to the basis G, it must 
be checked whether or not any polynomials in G can be reduced further 
or perhaps reduced to zero with the help of h. When this happens the 
set of pairs of functions in B must be updated. 

A problem that arises is the very large number of S-polynomials that 
must be computed. The typical behavior of the algorithm is that at the 
beginning, a reduction of an S-polynomial may lead to an element that 
must be added to the basis. At that time more S-polynomials are added 
to the list for checking later. Since the algorithm will terminate, the 
portion of S-polynomials that reduce to zero increases as we get further 
into the computation. After some time, a large amount of work is carried 
out with little gain. Long before the algorithm terminates, the desired 
Grobner basis has likely already been found. From this point on, all 
remaining S-polynomials will reduce to zero and the computations could 
be considered useless. Unfortunately, we do not know when the basis 
is complete and we must carry out the computations in order to verify 
that we do indeed have a Grobner basis. 

For this reason it is desirable to have rules for minimizing the number 
of S-polynomials, or to have criteria that allow us to decide a priori if an 
S-polynomial reduces to zero. Buchberger presented such rules and crite­
ria and proved their correctness in [Buchberger, 1979] and [Buchberger, 
1986]. When used, they can drastically reduce the required computation 
time. 

In order to simplify the notation for the algorithm we use the following 
definition. 

Definition 7.2.13. When referring to an element gi in the basis G, we 
will just use the index i. For example, a critical pair {gi,gj) & B is 
referenced from now on by {i,j), or by {j,i) since the order is irrelevant. 
When a new basis element g^ is added to the basis G, with this notation 
the basis G is a subset of the integers 1 to k. It will only be a subset 
since some elements can be deleted when the basis is reduced and we do 
not renumber the basis elements. 

All polynomials in the basis are kept in monic form. We also use the 
following notation: 

T{i) = LT{gi) 

T{i,j) = lcm{LT{gi),LT{gj)). 

In this notation T{i)-T{j) = T{i, j) means that gi and gj are disjoint; 
that is, gcd(Lr((7j), LT{gj)) = 1, or equivalently 

lcm(LT(5i), LT{g,)) = LT{gi) • LT{gj). 
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With this notation, we write 

T{i,j) T{i,j) 
spoly{t,j) = - ^ ^ • Qi - ^ ^ • gj. 

When adding an element to a basis, the following rule is helpful. If 
T(i) |T( j ) (i.e., LT{gi) divides LT{gj)), then gj can be deleted from the 
basis. With this criterion we can detect possible reductions without hav­
ing to carry out the computation. If this criterion is applied consistently 
whenever a new polynomial is added to the basis, then the resulting 
basis will be reduced. 

Two methods for deciding if an S-polynomial reduces to zero (without 
carrying out the computations) were given by Buchberger. They are 
referred to in the literature as the two criteria of Buchberger. Based on 
his experience Buchberger also recommended a way of selecting a pair 
from B so that the algorithm will run more efficiently in most cases. 

• Criterion 1: IiT(i)-T(j) = T{i,j) (i.e., LT(gi) and LT{gj) are rel­
atively prime), then spoly{gi, gj) reduces to zero and can be ignored. 

• Criterion 2: If there exists an element gk in the basis such that 
LT{gk) divides lcm{LT{gi,gj)), and if spoly{gi,gk) and spoly{gj,gk) 
have already been considered, then spoly{gi, gj) reduces to zero and 
can be ignored. 

• Selection Strategy: When selecting a pair {i,j) from the set B, 
choose one such that T{i,j) is minimal with respect to the term 
order a. 

We rewrite these criteria and the selection strategy as procedures for 
use in the algorithms Groebnerl and Groebner2. 

procedure Criterionl(i, j , B) 
if T(i) • T{j) ^ T(^,j) then B = BU {{i,j)} 

end procedure 

procedure Criterion2(i, j , B, G) 
if 3A; e G and T{k)\T{i., j) and (i, k) ^ B and (j, k) (^ B 

return false 
else 

return true 
end if 

end procedure 
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procedure Select(B) 
find {i,j) e B such that T{i,j) <„ T{r, s), V (r, s) e B 
B = B-{{i,j)} 
return ( i , j ) 

end procedure 

Practical details on how to implement these procedures efficiently are 
only touched upon briefly here. For example, the set of pairs {i,j) G B 
could be an ordered list in accordance with the selection strategy so that 
the first pair in this list is the one to be selected. In order to discover 
quickly which S-polynomials have been computed already, we could use 
a two-dimensional boolean array b whose entry at b{i,j) when set to 
true indicates that spoly{gi, gj) has been computed already. Whatever 
is done, it must be remembered that the functions Update and Reduce 
will afTect this array and the ordered list. 

How efhciently the programming details are dealt with will have an 
influence on how well a program for computing a Grobner basis will 
perform on large problems. In particular, the function Reduce can be 
very time consuming, but without it the so-called "intermediate expres­
sion swell" might be so bad that space limitations make it impossible 
to complete the computations. The program below uses the two criteria 
of Buchberger with the standard selection strategy. After the two poly­
nomials {gi, gj) have been selected, the algorithm checks if it can find a 
polynomial g G G such that LT{g)\lcTa{LT{gi), LT{gj)), and if the two 
pairs {g, gi) and {g, gj) have already been treated. If this is the case, 
then the pair {gi, gj) can be ignored; otherwise the pair is treated as in 
the algorithm Groebner. 

procedure Groebner 1(F) 
/ / given a set of polynomials F = {/i , . . . , fg} 
11 return a reduced Grobner basis G 

G = Reduce (F) 
5 = 0 
for (i G G and j GG and i < j ) B = B U {(i, j ) } 
while(B i- 0) do 

(?:,.?) = Select(5) 
if Criterion2(i, j , 5 , G) then 

h = NormalForm(spoly(g'j, 5'j), G) 
if /i 7̂  0 then 

9k ~ h 
G = Reduce(G U {k}) 
for (all i & G) Criterionl(i, k, B) 

end if 
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end if 
end while 
return G 

end procedure 

Although the selection strategy has no influence on the final outcome 
of the computation of Groebnerl, it has an influence on which critical 
pairs can be ignored by the second criterion of Buchberger. It appears 
that the selection strategy, also known as the normal strategy, must be 
used in the algorithm Groebnerl in order not to miss some critical pairs 
that could be deleted by Criterion2. 

It turns out that the second criterion of Buchberger can be very effec­
tive in reducing the number of S-polynomials that must be considered. 
Whereas in the algorithm Groebnerl the criterion is used only when a 
new pair is selected from the set B, Gebauer and Moller suggested in 
[Gebauer and Moller, 1988] to update the list B of critical pairs in ac­
cordance with Criterion2 as soon as a new basis element h j^ 0 is found. 
If (71 and 52 are two elements in the basis when h is added to the basis, 
then the critical pair (gi, §2) can be ignored provided that the critical 
pairs {gi,h) and {g2,h) will be computed and the following condition 
holds: 

LT{h)\lcm{LT{gi),LT{g2)). 

The last condition is equivalent to 

lcm(Lr(5i) , LT{h))\lcmiLT{gi),LT{g2)) 

and 
lcm(Lr(g2), LT{h))\lcm{LT{gi), LT{g2)). 

In the special case that 

lcm(i:T(5i), LT{h)) = \cm{LT{gi), LT{g2)), (7.10) 

two critical pairs could be deleted by mistake. The pair (51,^2) could 
be deleted on behalf of h and the pair {gi, /?-) could be deleted on be­
half of (72 • In order to avoid this trap, careful programming is required 
when the ideas of Gebauer and Moller are implemented; see [Becker 
and Weispfenning, 1991]. The algorithm Groebnerl avoids this pitfall 
by ignoring the pair (51, (/2) by checking that the critical pairs {gi-,h) 
and {g2,h) have been considered already. In the procedure Groebner2 
the difficulties are handled in the procedure Update2 in a form found in 
[Becker and Weispfenning, 1991]. 
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The basic algorithm Groebner2 is similar to Groebnerl except that 
now whenever a new function h (namely gu) is added to the basis, the 
procedure Update2 is called. It checks the list of critical pairs to see 
which can be deleted. Furthermore, it removes elements in G when 
their leading term is divisible by LT{h). The same method is used when 
the initial list G is created from the given set F of polynomials. Thus, 
the procedure Update2 is also used to initialize the two sets G and B. 

procedure Groebner2(F) 
/ / given a set of polynomials F = {fi, • • •, fk} 
II return a reduced Grobner basis G 

G = {\\ 
B = % 
for (i = 2 to k) Update2(G, B, i) 
while {B ^ 0) do 

( i , i ) = Select(B) 
h = NormalForm(spoly(5'i, (jfj), G) 
if /i 7̂  0 then 

k = k + \ 
gk = h 
Update2(G, B, k) 

end if 
end while 
return G 

end procedure 

The procedure Update2 is similar to the one given in [Becker and 
Weispfenning, 1991]. The first while loop looks for each pair {gi,h) for 
another pair {gj, h), still in the list C U D, such that 

lcm{LT{gj), LT{h))\\cTa{LT[gi),LT{h)). 

If the pair is found, then ((/j, h) is not considered. The trap is avoided 
since the pair {gt, gj) is only considered when the pairs from BQ are 
looked at later. Although pairs {gi, h) whose leading terms are rela­
tively prime to each other could be eliminated here by Buchberger's 
first criterion, Becker and Weispfenning recommend keeping them for 
now so that they can be used to delete additional pairs with the help of 
Buchberger's second criterion. 

The next loop will then eliminate all pairs in the list D with relatively 
prime leading terms, and will put all others on the new critical pairs list 
B. 
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The following loop then goes through the old list of critical pairs. If it 
finds a pair {i,j) where LT{h)\lcm{LT{gi), LT{gj)), then it is removed 
from the critical list. The pair is also removed when lcxn{LT{gi), LT{h)) 
or lcm.{LT{gj, LT{h)) properly divides \cni{LT{gi), LT{gj)) and thus 
avoids the trap. 

The last loop uses the first criterion of Buchberger to delete all func­
tions in the original list GQ, whose leading term is a multiple of the 
leading term of h. Finally, the new function h is added to the new list 
G before it is returned to the calling procedure. 

procedure Update2(G, B, k) 
II use the two criterion of Buchberger when adding a new basis element 
/ / return updated lists G and B 

GQ = G 
Bo = B 
C = % 
for (all i G Go) C = C U {(i, A,-)} 
D = 0 
for aU (i, j ) e C do 

C = C ~ { ( ^ , J ) } 

if (r(i) • T{k) = r(i, k) or 
r ( j , k) / r ( i , fc) for all (j , fc) G C U D) then D = L> U {(i, fc)} 

end for 
5 = 0 
for all {i,k) e D do 

if T{i) • T{k) i^ T{i, k) then B^BU {{i, k)} 
end for 
for all (i, j ) e BQ do 

if (T(fc) J(T{i,j) or T(i , k) = T{i,3) or T{j, k) = T{i,j)) then 
B = BU{{i,j)} 

end if 
G^{k} 
for all i e Go do 

if T{k) / T(i) then G = G\j{i} 
end for 

end procedure 

7.3 Faugere's Algorithms F4 and F5 
The main difference from Buchberger's algorithm is that instead of 

selecting a single critical pair {fi, fj) € B, Faugere proposes to select a 
subset G C JB of critical elements. A strategy proposed by Faugere is to 
select all pairs in B simultaneously whose degree of T{i,j) is minimal. 



214 MULTIVARIATE PUBLIC KEY CRYPTOSYSTEMS 

Let 
d = min{deg(lcm(LM(/i), LM( / , ) ) ) : V {fu fj) e B}. 

Then the selected subset is 

Select(B) = {( /„ / , ) e B : deg(lcm(LM(/0, LM( / , ) ) = d}. (7.11) 

Other selection strategies are possible. The reduction process is now 
applied to a set of polynomials. The idea was described informally in 
the previous section and it can be made more precise with the help of 
the following definitions. 

Definition 7.3.1. Let F = {/ i , . . . , /^} be a set of polynomials in 
k[xi,..., Xn]- Denote by X = {ti,..., tm} the monomials in Supp(F) 
listed in decreasing order in accordance with the ordering a. The matrix 
representation of the polynomials is: 

F = AX, 

where F and X are now to be treated as column vectors and the s x m 
matrix A has entries from k. 

Let A be the unique row echelon form of A, with rows of zeros re­
moved; i.e., an s X m matrix, where s is the rank of A. Then F is the 
corresponding set of polynomials coming from 

F = AX. 

Define 
F+ = {feF\ LM{f) ^ LM{F)}, 

so that F^ consists of those polynomials in F whose leading monomials 
are not leading monomials in F. 

As an illustration, consider the example (7.7) given at the end of the 
previous section, which gives 

F+ = {xy'^ + xyz + y^ + yz^, y^z + yz^ + z^}. 

Definition 7.3.2. Let F = {fj,..., fs} C k[xi,.. .,Xn] and let p = 
{fit fj) be a pair of polynomials with i ^ j - Let ti and tj be the two 
monomials such that 

ti • LM{fi) = tj • LM{fj) = lcm{LM{fi), LM{fj)). 

Define Left{p) = {ti, fi) and Right{p) = {tj,fj); that is, as a pair con­
sisting of a monomial and a polynomial. 
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If C C B is a set of pairs, then extend the definition as follows: 

Left{C) = UpecLefKp) and Right{C) = Up^c Right{p). 

We now give Faugere's F4 algorithm. Besides tiie input F C k[x], a 
selection function Select (i?) must also be specified. In this case Select (i?) 
returns a subset of pairs from the list B of pairs, and at the same time 
removes them from the set B. A possible selection function could return 
all pairs with smallest degree as indicated above, or it could return just 
one pair as in Buchberger's algorithm. 

procedure F4(F) 
/ / given a set of polynomials F = {fi,..., /«} 
/ / return a reduced Grobner basis G 

G = F 
B = {{f^Jj) \ fi ^ fj e G} 
d = 0 
while (B / 0) do 

d = d+1 
Cd = Select (5 ) 
Lrf = Left(Q) U Right(Cd) 
F+ = Reduction(Ld,G) 
for /i e F+ do 

B = BU{{h,g)}\geG} 
G = GU{h} 

end for 
end while 
return G 

end procedure 

The reduction procedure must take into account that we are reducing 
a subset of k[x] by G. It expects two parameters: L C T " x G and G, 
and then returns a reduced set of polynomials whose leading monomials 
have not yet appeared as leading monomials in G. In the procedure, t* f 
is simply the multiplication of a monomial with a polynomial. 

procedure Reduction(Ld, G) 
Fd = {t*f\{tJ)eLd} 
D = LM{Fd) 
while {D rjk Supp(Fd)) do 

choose m G Supp(-Fd) \ D 
D = D\J {m} 
if there exists g E G such that m = m' * LM{g) then 
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Fd^FdU {m' * g} 
end while 
use Gaussian elimination to compute F^ 

Fd^ = {feFd\LMif)^LM{Fd)} 
return F/ 

end procedure 

Faugere calls the part before the Gaussian elimination "SymbolicPre-
processing," as it can be done quickly in a strictly symbolic manner, 
and also in a time that is linear in the size of the input. The Gaus­
sian elimination is the time consuming aspect since Supp(Fci) can grow 
exponentially in n as the degree of the terms increases. Unfortunately 
for the Grobner bases algorithm, intermediate polynomials can have a 
very high degree even when the degree of the final basis elements are 
moderate. 

In order to illustrate how the procedure works, we will use the "Cyclic-
4 problem" that Faugere used as an example. Due to several misprints in 
[Faugere, 1999], it is difficult to follow his presentation. We hope that by 
giving more details it will be easier to see how the algorithm works. With 
the grevlex ordering for xj < X2 < X3 < X4 and F — {/i, /2, / s , fi}, the 
polynomials are as follows: 

/ l = X i + X 2 + X 3 + X 4 , 

/2 = X1X2 + X2X3 + X1X4 + X3X4, 

h = X1X2X2, + ,i;i.X2.T4 + XlX2,Xi + X2X'iX4^, 

fi = XiX^X'iXi - 1. 

Since all terms in the given F are distinct and F = F, we start with 
G = {/i, /2, /a, /4}- For Select we use the pairs of minimal degree as 
given in (7.11). From the six pairs in B, Select finds one pair with degree 
three and returns Ci = ( / i , / 2 ) , which gives Li = {{x2, fi),{l, .f2)}-
With it, the function Reduction is now entered. Here: 

Fi = {xiX2 + x\+ X2X3 + X2Xi, a::ia;2 + X2X2, + X1X4 + X3a:4}, 

D = {a;iX2}, 

Supp(Fi) = {a;ia;2, x^, X2X3, xix^, 2:2X4, X3X4}. 

We now go through the elements in Supp(-Fi) \ D. The monomials x'2 
and X2a;3 are not reducible by a polynomial in G, so they are simply 
added to the set D. However x\Xi = X4 • I /M(/ i ) , and we must add X4/1 
to the set F j . This also introduces the monomial x^ into Supp(Fi), but 
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it and the other monomials in Supp(Fi) are not reducible by G, so after 
the symbolic preprocessing we have 

Fi = {2;ia:2 + xj + X2X3 + X2X4, 

xia;2 + X2XS + X1X4, + 2:3X4, 

X1X4 + X2XA^ + X3X4 + X^ 

and 
Supp(Fi) = {XYX2, X\, X2X3, X1X4, X2X4, X'sXi, xl). 

In matrix form, the polynomials in Fi correspond to the rows of the 
matrix 

" 1 1 1 0 1 0 0 
1 0 1 1 0 1 0 
0 0 0 1 1 1 1 

The reduced echelon form of this matrix is 

A = 
1 0 1 0 - 1 0 
0 1 0 0 2 0 
0 0 0 1 1 1 

which corresponds to the set of polynomials 

Fi = {.T1X2 + .T2X3 - X2Xi - xl, xl + 2.7;2.X4 + .T4, xia;4 + 2:2X4 + X3X4 + X4}. 

The first and last polynomials have leading monomials that have already 
appeared in Fi so that F^ = {x^ + 2x2X4 + X4}. This is returned to the 
main program, where it is added as /s = x^ + 2x2X4 + X4 to the set G. 

The new set of critical pairs becomes 

B = {( / l , h), (/l , h), (/2, h), (/2, /4), (/3, /4), 

{fi, h), if2, h), [h, /s), (/4, h)] 

and Select will choose C2 = {( / i , / s ) , (/2, pi), ( / i , h), {h, /s)} in accor­
dance with (7.11) so that 

L2 = {(X2X3, / i ) , (x^, / i ) , (X2, /2), (X3, /2), (1, /3), (xi, / s )} . 

The leading monomials for F2 in Reduction are D = {xiXg, X1X2X3} and 

Supp(F2) = {xiX^, x|, X1X2X3, X2X3, X2x|, X1X2X4, 

X2X4, X1X3X4, X2X3X4, x|x4, X1X4}. 

Obviously, the presentation of the Cyclic-4 example in this form is 
no longer feasible, as the matrices become too big to be displayed here. 
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For that reason Faugere had chosen a Select function in his paper that 
returns only one critical pair. The interested reader is advised to consult 
[Faugere, 1999]. 

The presentation as given here shows that the basic algorithm of 
Faugere does not take the criteria of Buchberger into account. For ex­
ample, the pair (/i , f^) should not have been added to the critical list. 
The improved F4 algorithm will do so in the form given by Becker and 
Weispfenning [Becker and Weispfenning, 1991] and which was presented 
at the end of the previous section. 

In the F5 algorithm, Faugere formalized the selection process as indi­
cated in (7.11) by representing aU critical pairs (/i, fj) as a quintuple of 
the form 

CriticalPair(/j, fj) = {lcm{LM{fi),LM{fj)),Ui, h, Uj, fj), 

where the monomials Uj and Uj are such that 

lcm{LM{fi),LM{fj)) = UiLM{fi) = UjLM{fj). 

The list of these critical pairs are then sorted by the first entry in accor­
dance with the given term order a. 

Given the set of polynomials ( / i , / 2 , • • • , / s ) , the F5 algorithm will 
compute a Grobner basis in increments; that is, for ( / i ) , ( / i , / a ) ; • • •> 
(/i) /2 • • •, /«)• Each leading monomial is assigned a "signature" in order 
to discover unnecessary reductions. Furthermore, F5 uses the fact that 
if the given set is a regular sequence, then /« 7̂  0 mod (/ i , /2, • • •, fi-i)-

Cryptanalysis of HFE using Grobner bases 
Faugere used a test suite of problems to compare his implementation 

of the Grobner basis algorithm to those of others. His main accomplish­
ment is that he could solve practical problems where others implemen­
tations had failed. Part of this success comes from the design of his 
algorithm, but part of it is also careful and efficient programming in a 
lower-level language. 

The HFE cryptosystem of Patarin [Patarin, 1996b] had been consid­
ered for a long time as a very promising system, even with a signature 
as short as 80 bits. Before Faugere's F4 or F5 algorithm, the best im­
plementations of Buchberger's algorithm could only solve the system 
of polynomial equations for toy examples with a signature of about 20 
bits. Faugere [Faugere and Joux, 2003] was able to break the first HFE 
challenge posted by Patarin at h t tp : / /www.minrank .org consisting of 
80 quadratic equations in 80 variables with coefficients in GF(2). The 
quadratic equations came from a polynomial of degree 96 in the exten­
sion field K. Faugere was able to solve these equations with his F5 
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algorithm, optimized for the field GF(2), in roughly 52 hours. Allan 
Steel implemented the F4 algorithm for Magma and used it to solve 
the given challenge again in 2004 with a computing time of about 22 
hours. Since the computer used by Steel was slower than the one used 
by Faugere, the improvement comes from a better implementation of 
the basic algorithm, including better memory management needed to 
deal with the huge systems of linear equations encountered during the 
computations. 

The set of field equations xf + Xi = 0 ior i = 1,..., n must be added 
to the n = 80 quadratic equations before computing the Grobner basis. 
These additional equations show that the polynomials in the Grobner 
basis are square free. For that reason, the maximal degree D of polyno­
mials occurring during the construction of the Grobner basis is bounded 
by n. Computer experiments have shown that D = 12 for random sys­
tems of equations over GF{2) and n near 80. 

For quadratic equations coming from the HFE system (4.1), even this 
estimate is too pessimistic. Let HFE(n, d) stand for a cryptosystem 
where n is the number of variables and d is the degree of the polynomial 
in -fC'fX] which was used in the construction (4.1). Via a large number of 
experiments, Faugere saw that the degree D of polynomials encountered 
when computing a Grobner basis is bounded as given in the following 
table: 

4 < ( i < 16 

n <d< 128 

129 < d < 512 

L> = 

Z) = 

D = 

= 3 

= 4 

= 5 

and that these values are independent of n, at least for n < 160. 
The complexity of solving an HFE(n, c!)-type problem with F5 de­

pends on the size ND of the linear systems encountered during the com­
putations. The complexity of solving such systems is of order 0{Nf)), 
where 2 < a; < 3 depending on which method is used for solving the lin­
ear systems of equations. For example, w = 3 when using the standard 
Gaussian elimination, whereas uj = 2 for a sparse matrix implementation 
and Wiedemann's method. 

With ND = 0{n^~^) and UJ = 2, Faugere gives 0{n?^) as the overall 
complexity of attacking an HFE(n, d) system with his F5 algorithm. This 
shows that when d and D are too small, then an HFE cryptosystem with 
coefficients in GF{2) cannot resist a direct attack. 

The second challenge posted by Patarin is an HFE~ system with 
n = 36, d = 144, and four of the 36 quadratic equations removed. As of 
the writing of this book this challenge has not yet been broken. 
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7.4 The XL method 
The XL algorithm is designed to solve a set of equations of the form: 

fl{xi,...,Xn) = 0 , 

using the basic concepts of an ideal. 
We will assume again that the equations are quadratic, and that this 

set of equations has a unique solution xi = ai,... ,Xn = ctn- We know 
from Theorem 7.1.3 that there exists a set of functions / i^ , i = 1, •. •, n 
and j = 1 , . . . , m such that 

^i ^i ^ / ^ f^ijJj* 

If we can find these hij, then we find the solution. However, we do 
not know how to find the h^j directly, so instead we generate the ideal 
gradually until we have the solution. The XL algorithm actually tries 
to find single variable equations one-by-one and then solves such a set 
of equations just as in the case of Grobner bases. 

In [Courtois et al., 2000], Courtois, Klimov, Patarin and Shamir pro­
posed a new computational method called "eXtended Linearization," 
or XL algorithm, to solve such systems of polynomial equations. They 
also presented certain heuristics of the efficiency of this method. These 
heuristics have subsequently been criticized by Moh [Moh, 2001]. Later, 
Diem [Diem, 2004] presented an argument based on what is called the 
maximum rank conjecture in algebraic geometry from which he derived 
some very different estimates of the complexity of the XL algorithm. In 
particular, his analysis showed that the original estimate of the com­
plexity for the algorithm was rather optimistic. 

Let MD be the set of monomials in x j , . . . , x„ with degree less than or 
equal to D, and let UD be fc-vector space generated by the polynomials 
in the form h- fj, where h G MD-2- The XL algorithm can be generally 
described as follows. 

1.) Fix an integer D > 2. 

2.) Generate all polynomials h • fj, for all h G MD-2 and j = 1 , . . . , m. 

3.) Fix one variable, say x j , and an order a on the set of monomials. 
Perform Gaussian elimination on the set of all polynomials in the 
previous step to derive a polynomial containing only the variable xi. 
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4.) Assume that the step above produces at least one univariate poly­
nomial. Solve the corresponding polynomial equation over the finite 
field k, for example with Berlekamp's algorithm or a polynomial root 
finding method, in order to find the value of xi. 

5.) Simplify the equations by substituting in the value of the variable 
xi found in the previous step. 

6.) Repeat the process to find the values of the other variables one-by-
one until all are found. 

Although this algorithm can be used for any field (not necessarily a 
finite field), it works in the space of functions (not polynomials) if the 
field is finite. This means that over a finite field we need to use the field 
equations xf = Xi ioT i = I,..., n at each step of the computation. This 
will make the algorithm run much faster in particular when q is small. 

The XL algorithm depends on the parameter D. Note that XL may 
not work if D is too small, since then the third step may not yield 
anything. Thus we need to increase D ii a, particular D does not work. 
We can do this by incrementing D by one and by using the basis of Uo 
to generate the basis for Ujj+i. 

For any D > 2, let k[xi,..., Xn]<D be the /c-vector space of polyno­
mials in the variables xi,... ,Xn whose total degree is less than or equal 
to D, and let 

C{D) := dim{k[xi,.. .,Xn]<D) - dim(f/D). 

Diem's argument in [Diem, 2004] uses the key observation that we 
can obtain a non-trivial univariate polynomial in the third step of the 
XL algorithm if C{D) < D. The key idea of his work points out that 
an estimation of D can be derived if the maximum rank conjecture in 
algebraic geometry is correct. 

Variants of the XL Algorithm 
Several modifications to the XL algorithm have been proposed. 

L) The XL' Variant. 

The computational procedure of XL' [Courtois and Patarin, 2003] is 
similar to that of XL. The main difference is that in the third step of 
the procedure it tries to use elimination in order to find r equations 
that involve only monomials in a set of r variables, say xi,...,Xr-
In the normal XL algorithm r = L It then solves this system of r 
equations by brute-force for these r variables. Finally, it solves the 
remaining equations by substituting in the values of these variables. 
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2.) The FXL and XFL Variant. 

The 'F ' here stands for 'fix' [Courtois et al., 2000]; that is, the values 
of a smah number of variables are guessed at random. After guessing 
values for each of these variables, XL is run and tested for a valid 
solution. In [Courtois, 2004], a new suggestion was proposed. In 
this suggestion, after the second step of the XL procedure as given 
above, the elimination procedure should be run as far as it can go 
before guessing another variable. This was first called "improved 
FXL," but in [Yang and Chen, 2004b] the name XFL was suggested. 

3.) The XLF Variant. 

In [Courtois, 2004], another variation was proposed. This variation 
tries to utilize the Frobenius relation 

where g = 2' is the size of a finite field for some I > 1 (the field is of 
characteristic two). By treating the terms 

*^^ *^?1 ^ '^i *^?2 ' ' • • 7 i T'l—l 

as independent new variables, additional equations are derived by 
repeatedly squaring the original equations and by using the equiva­
lence of identical monomials as extra equations, for example 

i '^\' 

This variant is called XLF, where here ' F ' stands for 'field' or 'Frobe­
nius equations'. 

4.) The XSL variant. 

XSL stands for "eXtended Sparse Linearization." This variation 
[Courtois and Pieprzyk, 2002] is a linearization-based method de­
signed to solve over-defined systems of sparse quadratic equations, 
for example the corresponding algebraic equations that characterize 
the AES block ciphers. It was suggested that it may be possible to 
break AES using XSL, but it seems that this is a very controversial 
claim and few researchers appear to believe it. 

5.) The XL2 variant. 

The XL2 algorithm was first proposed in [Courtois and Patarin, 
2003] and works over the field GF{2). The basic idea is that since 
we work in GF{2), we should then automatically add the field equa­
tions xf = Xi, which essentially is to say that we should work in the 
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function ring and not the polynomial ring. This idea was reformu­
lated in [Yang et al., 2004b], and this method then can be viewed as 
a way to more efhciently manage the elimination process. 

Overall, we see that the complexity of the algorithm of the XL family is 
primarily determined by the parameter D. 

7.5 Connections Between XL and Grobner Bases 
So far we have seen that essentially all existing algorithms to solve 

a set of multivariate equations belong to the Grobner basis family, in­
cluding the new F4 and F5 algorithms, or to the XL family, including 
its several variants. They are currently used as powerful tools to attack 
public key cryptosystems, block ciphers, and stream ciphers. 

In [Courtois et al., 2000], it was speculated that because the XL algo­
rithm does not calculate an entire Grobner basis, it might thus be more 
efficient. However, experiments seem to indicate that it is the other way 
around. For example, Faugere [Faugere and Joux, 2003] used the algo­
rithms F4 and F5 to successfully attack the 80-bit HFE cryptosystem, 
while the XL algorithm has not yet been shown to be able to do so. 
In a paper presented at Asiacrypt 2004, Ars, Faugere, Imai, Kawazoe, 
and Sugita [Ars et al., 2004] gave an argument using some of the ideas 
of semi-regular sequences of [Bardet et al., 2005] in order to clarify the 
relationship between the XL algorithm and the Grobner basis algorithm. 
In particular, they showed that: 

L) In essence the XL algorithm is a Grobner basis algorithm, and that 
it can even be viewed as a redundant variant of the Grobner basis 
algorithm F4. 

2.) If the XL algorithm terminates, the new Grobner basis algorithm 
will also terminate with a lexicographic ordering. 

3.) On semi-regular sequences with finite field GF{2), the degree D of 
the parameter needed for the XL algorithm is almost the same as 
the degree of the polynomials in the matrix constructed by the F5 
algorithm. The complexities of these two algorithms are determined 
by the size of their corresponding matrices, and F5 is claimed to 
have a smaller matrix. 

4.) On semi-regular sequences with finite field GF{q) with q <C n, it is 
shown that the XL algorithm terminates for a degree higher than the 
Grobner basis algorithms with grevlex order, and the XL matrices 
are therefore much bigger compared to the matrices used in F5. 
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5.) For a system of algebraic equations whose solution is unique in a 
given finite field, solving for this solution amounts to nothing more 
than calculating the reduced Grobner basis for the ideal associated 
with that system. 

6.) To attack HFE, a Grobner basis algorithm manages to find structure 
in the multivariate system, and never exceeds a low degree. On the 
other hand, in the XL algorithm the degree seems to increase as the 
number of variables n increases. 

Their conclusions indicate that in general the improved Grobner basis 
algorithm seems to work better than the XL algorithms. Additionally, 
they also pointed out the close connection of the XL algorithm with 
some earlier work of Lazard [Lazard, 1983]. 

Complexity Estimates 
Recently a lot of work has been done in estimating this parameter 

D, and therefore finding a complexity estimate for the XL family, the 
F4 and F5 family of algorithms; or to find a simplified form for the 
estimates [Yang et al., 2004b; Yang and Chen, 2004a; Yang and Chen, 
2004b; Bardet et al., 2005; Ars et al., 2004]. The theoretical foundation 
of these estimates is based on the maximum rank conjecture, which was 
first used in [Diem, 2004]. In [Bardet et al., 2005], a class of semi-
regular systems of polynomial equations was defined and used to study 
the complexity of these algorithms. This concept is an extension of the 
regular system of equations [Macaulay, 1916]. 

For an overdefined semi-regular system of equations with n variables 
and n + rn equations over a finite field k with q elements, the estimate 
for the computational complexity is given by 

m i n { 9 / r + j - 0 ' ( c o + c i l g r ^ - 0 ) : 

d := mm{D : [i^]( J i i ^ i : ; ! ^ ! ^ ^ ) < 0}}, 

where / is the number of variables the values of which are guessed one-
by-one. For the F5 family the complexity is estimated to be: 

rmn{qf{-'Y-T • 

d := min{D : [ i « ] ( ( l = f f l ^ = | 5 ^ ) < 0}}, 

where 2 < w < 3 is a constant determined by which method is used for 
performing the Gaussian elimination, and / is the number of variables 
the values of which are guessed one-by-one. 
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In the next section, we will present a new idea to solve a set of multi­
variate polynomial equations that uses the extension field idea to trans­
form the problem into a single equation in a single variable. 

7.6 The Zhuang-Zi Algorithm 
The Zhuang-Zi algorithm requires that the polynomial equations (7.1) 

are given with coefRcients in a finite field k of size q. The algorithm tries 
to find all ( a i , . . . , a„) G fc" such that: 

/ i ( a i , . . . ,a„) = 0, 

; (7.12) 

fm{ai,- ••,an) = 0. 

The main idea is to lift the polynomial map 

/ : A;" —* A;™ (7.13) 

with components / i , • . •, /m to a map over an extension field K. In 
order to accomplish this we will assume that m = n. When we have 
more variables than equations (n > m) then we can augment the given 
equations with n — m trivial equations of 0 = 0. Similarly, when n < m 
we can simply introduce additional variables Xn+i, • • •, x^ to make up 
for the shortfall. In other words, we use the larger of m and n in (7.13) 
when lifting the map to K. With these observations we can assume that 
m — n holds in all cases. 

Choose an irreducible polynomial g{y) of degree n so that with it 
K = k[y]/g{y) is a degree n field extension of k. Let (f> : K —> /c" be 
the standard A;-linear map that allows us to lift / = ( / i , . . . , /„) up to 
the extension field by 

F=r^ofo cj). 

With X = xi+ X2y -I- • • • -I- Xny^~^ as the new intermediate, F is a poly­
nomial in K\X] and has a unique representation in K[X]/{X^ — X). 
Using the Frobenius maps Gi{X) = X'^\ i = 0 , . . . , n — 1, the transfor­
mation 4'~^ can be be given in matrix form. Let x = {xi, .T2 . . . , Xn)^ 
and X = {X,X'',..., X""" ' ) ^ . Then 

X = Bx, 

where the entries of B are in K and can be found directly by computing 
X, X'^,. . ., X'^ . The matrix B is invertible so that 4>~^ is given by 

x = B - 1 
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The roots of F{X) = 0 (those A = ai + a2 + h anV'^"^ G K such 
that F{A) = 0) correspond to the solutions of the polynomial equations 
(7.12). In most cases, the degree of F{X) will be too high in order to 
use one of the standard methods for factoring F{X) or for finding the 
polynomial roots of F{X). The Zhuang-Zi algorithm as described below 
provides a mechanism for reducing the degree of the polynomial. 

The Zhuang-Zi Algorithm: Given f\, • • •, fn G k[xi,..., x„], select 
an irreducible g{y) G k[y] of degree n so that / = ( / i , . . . , fn) can be 
lifted to the unique polynomial function F{X) G K[X] mod (X^ — X), 
where K = K[y]/g{y). 

Step 1: Choose an integer D > 0 so that finding the roots of any poly­
nomial F{X) e K[X] with deg{F{X)) < D is computationally feasible. 
If deg{F{X)) < D go to Step 5; otherwise go to next Step. 

Step 2: Set Fo{X) = F{X) and use the Frobenius maps Gi{X) = X"' 
for i = 1, . . .,n — 1 to compute: 

Fi{X) = GiO F{X) = F{XY mod (X"" - X). 

Step 3: Let A'̂  be the number of monomials that appear in any Fi{X). 
The coefficients of Fi[X) are entered in decreasing order in row i + 1 of 
an n X A'' matrix P. Use Gaussian elimination to bring P into row echelon 
form P. This procedure will eliminate the terms with highest degrees 
first and produce a new set of basis polynomials {SQ{X), Si{X),..., 
5 t_ i (X)} , with t < n and St^i being the polynomial of lowest degree 
coming from the last non-zero row of P. 

Step 4: If deg(S'i_i) < D, then set F{X) = S't-i(X) and go to Step 
5. Otherwise, for each i = 0, l , . . . , i — 1 and each j = 0 , 1 , . . . , n — 1 
compute: 

F,+jt = Xi'SiiX) mod (X«" - X). 

Set n to nt and go back to Step 3. 

Step 5: Use a suitable algorithm like distinct degree factorization, 
Berlekamp, or any other method to find the roots of F{X) = 0. 

Remark 7.6.1. If no k-linear combination of the polynomials / i , . . . , / „ 
is zero in k[xi,..., Xn] modulo {x\ — xi,... ,Xn — Xn), then no K-linear 
combination of the polynomials F i , . . . ,F„ in Step 2 is zero in K\X\ 
mod [X^ — X), since such a linear combination of the Fi will have 
degree at most g" — 1. 
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Remark 7.6.2. Steps 3 and 4 can introduce spurious solutions when 
powers of X are reduced modulo g" — 1. Because of this, solutions of 
F{X) = 0 have to he checked in Step 5 in order to ensure that they satisfy 
the original system of equations. The spurious solutions disappear when 
the loop in Steps 3 and 4 are repeated until the whole system of equations 
becomes invariant. The overhead of these additional iterations is usually 
not worth the computational effort. 

Remark 7.6.3. / / / consists only of linear equations, then Step 2 with 
a single application of Step 3 suffices to bring F{X) into its final form. 
If the system of linear equations is inconsistent, then F{X) will be a 
constant; otherwise, the degree of F{X) will he q'^ with r > 0 indicating 
the reduction in rank of the corresponding n x n matrix. 

Remark 7.6.4. / / / consists of quadratic polynomials, then the only 
powers of X which may appear in Step 1 and Step 2 are either of the 
form X^ or X^ '^'^ (i and j can be equal). The first application of 
Step 4 introduces new powers of the form X'' +'' +^ (where some of the 
i,j,l may be equal), corresponding to cubic terms in k[x\, . . . ,x„] . Each 
additional iteration of Step 4 adds another q^ to the possible exponents 
of X. Since there are qn different exponents possible, after at most 
qn iterations all possible exponents have been generated and the basis 
polynomials remain unchanged from one iteration to the next. 

Toy Example for the Zhuang-Zi Algori thm 

In order to illustrate the algorithm we present a toy example with 
coefficients again from the finite field k = GF(2^), whose field operations 
are given in Table 2.1. The toy example is given by the polynomial map 
/ : /c^ —> k"^ with the components: 

/ i = Xi +X-2 + 1, 

/2 = .T̂  + xixs + a. (7.14) 

An irreducible polynomial of degree two in k[y] is: 

9{y) = y^ + y + a'^. 

With X = xo + xiy the transformation to the big field cf)^^ : k"^ —> K 
is: 

and the polynomial map 
Khy: 

F{X) 

XQ 

Xl 

F 

= ( 

= 
1 + y y 

1 1 

'^ O f 0(/) V. 

l)X^ + y) 

fit 

X 

x\ 

+ 0 

from ( 

ty + 1. 
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Since this is a trivial example, we can factor F{X) immediately and 
obtain: 

F{X) ={X + ay + a'^){X^ + {ay + a'^)X^ + a'^yX^ 

+ {y + a)X^ + ayX'-^ + {ay + a)X^ + {y + a^)X + a^), 

from which we find that X = ay + a^ is the only solution to F{X) — 0. 
With this we find (xj , X2) = (a^, a) is the solution to / i = /b = 0 from 
(7.14). 

In general the degree of F{X) is much larger. We use the Frobenius 
maps in order to find the polynomials of Step 2: 

Fo{X) = F{X) = {y + 1)X^ + yX'> + ay + l, 

Fi{X) = F^{X) = {y + l)X^ + yX^ + ay + a^. 

The echelon form gives equivalent basis polynomials: 

Fo{X) = X^ + {a^y + a^)X'^ + a^y + a, 

Fi{X) = X^ + {ay + l)X'^ + ay + a. 

The factorization of Fi{X) would then give: 

Fi^{X + ay + a'^){X^ + {ay + a^)X^ + a^yX^ + {y + a)X + ay), 

and we could again stop here. However, in order to show how the 
Zhuang-Zi algorithm works, we continue with Steps 3 and 4. The equa­
tions FQ and F\ are augmented with XFQ, X^FQ, XFi, X'^Fi modulo 
X^^ — X. The associated matrix is then put into echelon form, producing 
the following set of polynomials: 

Fo = X^'^ + a^yX^ + aX, 

Fi^X^ + {a^y + a^)X'^ + {a^y + a)X, 

F2 = X*̂  + {a^y + a^)X'^ + a^y + a, 

F3 = X^ + {ay + \)X^ + {ay + a)X, 

F^ = X^ -V {ay + \)X'^ + ay + a, 

F5 = X^ + {a^y + a^)X. 

The factorization of the polynomial of smallest degree gives: 

F5 = X{X + y + a ) ( X + ay + a^){X + a^y + 1), 

and this demonstrates that not all solutions of F5 are solutions of the 
original problem. In order to reduce the degree further, the next iteration 
of Steps 3 and 4 gives: 

Fo = X^^ + a^^ + a^^ 
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Fi = X^^ + a^yX'^ + a'^y + 1, 

F2 = X^^ + l, 

F'i = X^ + {a^y + a^)X^ + a, 

Fi = X^ + a^y + a^, 

F5 = X' + a^y, 

Fe = X^ + {ay + 1)X^ + y + a^, 

FT = X^ + 1, 

F8 = X'^ + ay + l, 

FQ = X2 + a^y, 

Fio = X + ay + a^. 

We stop here as the degree of the lowest polynomial is one, and thus 
we have the desired solution immediately. After two more iterations the 
system of polynomials becomes invariant, and the final form is: 

Fo = X'' + l, 

Fi=X^^ + ay + l, 

F2 = X^'^ + a'^y + a\ 

F3 = ^12 + a^y, 

Fi = X^^ + ay + a'^, 

Fe = X^ + ay + l, 

F7 = X^ + a^y + a'^, 

Fs = X' + a'y, 

Fg = X^ + ay + a^, 

Fn=X'^ + ay + l, 

F12 = X^ + a^y + a^, 

Fi3 = X^ + a^y, 

Fi4 = X + ay + a^. 
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Of course, this trivial example could have been solved more easily by 
finding the Grobner basis for 

[Xi + X2 + 1, X2 + X1X2 + a,Xi ~ Xi, X2 — X2) , 

which is 
{xi + ax2, X2 + ce } . 

Non-trivial examples can also be constructed where the Zhuang-Zi 
algorithm can find the solution easily, whereas a Grobner basis algorithm 
will fail due to the requirements for memory. The idea is to select a 
function F{X) : K —> K of low enough degree that can be factored 
easily, while the corresponding map / : k^ —> kP' is complicated. The 
degree of terms in fi, • • •, fn depends on which powers of X have been 
selected in F. Terms of the form X^' will lead to linear terms, X*'"'"'̂ ^ 
to quadratic terms, X'' + ' +'' to cubic terms, and so on. By keeping the 
exponents i,j, I,... small enough, we can find a polynomial F{X) that 
can be factored easily, while the components of / are quadratic, cubic, 
or even higher degree in k[xi,... ,Xn]- At the same time, few terms 
in F{X) will produce a lot of terms in / . The idea is reminiscent of 
what has been suggested for the HFE public key encryption in [Patarin, 
1996b]. 

For a specific example, let k = GF(2^) and let K = k[y]/g{y) be a 
degree n extension of k by some irreducible polynomial g{y) ^ k[y\. A 
computer algebra system like Magma [Computational Algebra Group, 
2005] can easily factor a polynomial of the form: 

F{X) = X''^ + aiX^^ + a2X^'^ + a3X^^ + a4X^ + a5X^ + afiX^ + a7X + a8, 
(7.15) 

where the coefficients aj, j = 1 , . . . , 8 are chosen at random from the 
finite field k = GF{2^). We treat A; as a subfield of K via the stan­
dard embedding. With q = 8, all powers of X in (7.15) can be written 
in the form X^' or X^'+^^ so that that (7.15) represents a quadratic 
polynomial map / : fc" —> fc". Depending on n and the selection of 
a i , . . .,as, we obtain zero, one, or more linear factors in F{X). Each 
factor X + a gives rise to a solution of the corresponding polynomial 
equations .fi{xi,..., Xn) — 0, for i = 1 , . . . , n. These solutions can also 
be found directly with a Grobner bases program like Faugere's F4. As 
expected, the computing time for the Grobner bases method increases 
exponentially with n. On the other hand, the time complexity for fac­
toring (7.15) by Berlekamp's algorithm is 0{nd^), where d is the degree 
of the polynomial F{X). 

The quadratic polynomials ,fi{xi,..., x„) for the above example have 
too many terms in order to be displayed here. It could be argued that the 



Direct Attacks 231 

comparison is unfair since we obfuscate the problem and force Faugere's 
algorithm to work on a system with a huge number of terms. However, 
the Gr5bner algorithm in Magma is very efficient and even changing 
some terms in (7.15) made it difficult to find examples where F4 failed 
even with a large n. 

This non-trivial example shows that the Zhuang-Zi algorithm some­
times has an advantage over the best Grobner bases algorithm, even 
if only the first step is used. Other non-trivial examples can be con­
structed by using Steps 3 and 4 in reverse. That is, start with a set of 
polynomials Fo{X), Fi{X),..., Ft[X) with Ft{X) of low enough degree, 
and construct the previous set of polynomials, which leads to the given 
set of polynomials via Steps 3 and 4. This can be done so that none of 
the polynomials in the preceding set is of low enough degree. 

In summary, the Zhuang-Zi algorithm shows that some polynomial 
equations in k[xi,.. .,Xn] can be solved easily if these equations are 
lifted up into K. Of course, the method cannot solve all polynomial 
equations easily, and it remains a challenge to characterize in advance 
the polynomials in k[xi, . . ., Xn] where the Zhuang-Zi algorithm has an 
advantage over the Grobner bases algorithm. It is clear that the Zhuang-
Zi algorithm is just at the infant stage of its development and much more 
work needs to be done in order to deal with different situations. On the 
other hand, the basic idea behind it provides a way to think about related 
problems in MPKCs, in particular the problem of security of MPKCs 
and the complexity of solving polynomial equations in a finite field. 



Chapter 8 

F U T U R E RESEARCH 

So far we have presented the main developments of MPKCs during the 
last ten years. These developments have produced many interesting new 
ideas, tools and constructions from the point of view of theory and of 
practical applications. In this chapter we present some thoughts on the 
future of research in multivariate public key cryptography. In particular, 
we will present some of the critical questions that must be resolved to 
move the research of MPKCs to the next level. 

8.1 Construction of MPKCs 
Though the idea of MPKCs was initiated in the mid-1980s by sev­

eral people using essentially the same idea of multivariate triangular 
map constructions, none of these constructions really worked. The real 
breakthrough should be attributed to the work by Matsumoto and Imai 
in 1988 [Matsumoto and Imai, 1988], though the potential of this new 
mathematical idea was not fully realized until the work of Patarin in 
1995 [Patarin, 1995], and later work by him and others. 

The new idea of Matsumoto and Imai could be called the "Big Field" 
construction. In this construction we build something in a degree n 
extension field (Big Field) K over a small finite field k. We then move 
it down to a vector space over the small finite field, where the extension 
field is isomorphic to a vector space over the small finite field. The key is 
the identification map 4> : K —> /c", the standard k-linear isomorphism 
between K and fc", which we have used throughout this book. The 
identification map can be used to build the connection of maps in these 
two diff'erent spaces as depicted in Figure 8.1. 

It is well-known in mathematics that any finite field k has a degree 
n extension that can be identified as fc", an n dimensional vector space 
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K >K 

fc" > k^ 

Figure 8.1. Identifying maps on a fc-vector space with those on extension fields K/k. 

over k. The Matsumoto-Imai construction was the first time that this 
idea was utilized and it turned out to be a very powerful idea. 

Through this identification map, this idea allows us to move freely 
between the setting of a vector space over a small finite field and the 
setting of an extension field, the Big Field. Therefore, we may con­
sider problems from the view of both these two settings and deal with it 
in whichever setting is easier as dictated by the underlying structures. 
This is also the idea behind the new Zhuang-Zi algorithm [Ding et al., 
2006a], where we lift the problem of solving a set of multivariate polyno­
mial equations over a small finite field to solving a set of single variable 
equations over an extension field. 

Great efforts are still being devoted to develope MPKCs using new 
mathematical ideas and structures. For example, in early 2006 a new 
family of cryptosystems called the Medium Field Equations (MFE) was 
presented in CT-RSA 2006 [Wang et al., 2006], which combines the ex­
tension field idea (though it is called a "Medium Field") with some 
matrix equalities involving the determinants of the related matrices. 
However, MFE was defeated by a method of high order linearization 
equations [Ding et al., 2006b]. This attack is a generalization of the lin­
earization equation attack of Patarin, where the multivariate equations 
used contain high order terms in the ciphertext variables but only linear 
terms in the plaintext variables. This allows us to defeat the system 
using the same procedure as in [Patarin, 1995]. 

Recently Patarin [Patarin, 2006] proposed a new idea of probabilistic 
MPKCs. In the case of a signature scheme, for example in the verifi­
cation process, a verifier does not require that all the public equations 
be satisfied by the document (or its hash) and its signature, but rather 
a signature is accepted as legitimate as long as a sufficient number (or 
the majority) of the public equations are satisfied by the pair. In the 
concrete example proposed, the construction of the example is related 
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to the idea of internal perturbation [Ding, 2004a], where a certain spe­
cial internal perturbation is added that will probabilistically affect only 
a small portion of public key polynomials each time in the verification 
process. 

Recently an interesting paper was written to group different mathe­
matical ideas in the construction of MPKCs [Wolf and Preneel, 2005c]. 
It gives quite a reasonable (though debatable) classification of the math­
ematical ideas behind various constructions. 

From what we have seen, it is evident that what could really drive the 
development of the design in MPKCs are indeed new mathematical ideas 
that bring new mathematical structures and insights that can be used 
in the construction of MPKCs. Therefore, we believe we should study 
and search for further mathematical ideas and structures that could be 
used to construct MPKCs. 

One particularly interesting problem would be to make the TTM cryp-
tosystems work. The TTM construction by Moh [Moh, 1999a] uses 
a very different but very elegant mathematical idea, though it is also 
based on triangular maps (or tame transformations, as they are called 
in TTM). However, the realization of this idea requires some highly 
non-trivial algebraic identities in terms of quadratic functions. There 
are several very nice constructions by Moh and his collaborators, but all 
of these constructions, including the latest [Moh et al., 2004], recently 
defeated in [Nie et al., 2006], have failed in the sense that they are all 
suffer from the weakness hidden in the special polynomials used in the 
constructions. We believe that one of the main reasons behind this is 
that all the current constructions of TTM are in fact certain ad hoc 
constructions, where the principles behind the nice and elegant formulas 
used are not explicitly described, and therefore cannot be easily modified 
or fixed. The key problem in the TTM construction can be formulated 
as a problem of building two invertible "non-trivial" nonlinear triangular 
maps (one upper triangular and one lower triangular), Gi and G2, such 
that at least one, say Gi, is of high degree, while the composition of these 
two maps G — G10G2 gives a "generic" quadratic map. Though we still 
do not know whether or not this idea will indeed eventually work, we 
believe that to make it work a systematic approach to solving the related 
problems must be developed. This will likely require some deep insights 
and possibly the usage of some intrinsic combinatorial structures from 
algebraic geometry. 

From the point of view of practical applications, there are two crit­
ical problems that deserve more attention in designing new MPKCs. 
The first one is the problem of the public key size. For a MPKC 
with rn polynomials and n variables, the public key size normally has 
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m{n + 2){n + l ) / 2 terms, where m is at least 25 and n is at least 30. 
Compared with all other public key cryptosystems, for example RSA, 
one disadvantage is that in general a MPKC has a relatively large pub­
lic key (tens of Kbytes). This is not a problem from the point view of 
modern computers such as the PCs we use, but it could be a problem 
if we want to use it for small devices with limited memory resources. 
This would also be a problem if a device with limited communication 
abilities needs to send the public key for each transaction, for example 
in the case of authentication. 

One idea is to do something like in [Tsujii et al., 1989], where a 
cryptosystem is built with a very small number of variables (five) but 
with a higher degree (four) over a much bigger base field (32 bits). In 
other words, we can try high degree constructions with fewer variables 
but over a much bigger field. 

In [Wolf and Preneel, 2005a; Wolf and Preneel, 2005b], the concept of 
equivalent keys is proposed, but it is used to study the key size problem 
for the private keys and not the public key. Therefore it does not help 
in this aspect. Similar work is also done for triangular-type or STS-type 
cryptosystems [Hu et al., 2005]. In general, any new idea for how to 
reduce the public key size or in how to manage it in practical applications 
would be really helpful. 

A second idea is that of using sparse polynomials constructions. In 
the Oil-Vinegar construction, while choosing a set of specific Oil-Vinegar 
polynomials, we are given a large amount of freedom in making random 
selections among a large set of possible such polynomials in terms of 
the coefficients of these polynomials. In particular, for an Oil-Vinegar 
polynomial 

O V V V O V 

i=l j=l i=l j=l i = l j=l 

we should randomly choose aij,bij,Ci,dj,e from the finite field k. A 
natural question we may ask is if it is possible to choose these in a way 
so as to improve the efficiency of the resulting system without affecting 
the security of the system in any substantial way. This idea was used in 
the TTM constructions [Moh, 1999a], which in some way may be viewed 
as an accident rather than intentional. It is also one of the main reasons 
why some of these cryptosystems can be defeated. 

It is very reasonable to assume that many people probably thought 
about the idea of using sparse polynomials at one time or the other, 
but the first explicit usage of such constructions should be attributed to 
the works of Yang and Chen [Yang and Chen, 2003], where they used 
it in the construction of the generation of the TTS signature schemes. 
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The idea of sparse polynomials, in the case of Oil-Vinegar polynomial, 
is to choose a very small number of nonzero coefficients among all the 
possible choices for the set aij,bij,Ci,dj,e. This will make the process 
of inverting the Oil-Vinegar map much faster. Some of the early TTS 
constructions were broken exactly because of the usage of sparse polyno­
mials [Ding and Yin, 2004], which brought unexpected weakness to the 
system. However, we believe that the idea of using sparse polynomials 
is an excellent idea, especially from the point view of practical appli­
cations. For example, they make the TTS signing process incredibly 
fast compared with all other schemes [Yang et al., 2006]. The new con­
structions of TTS proposed in [Yang and Chen, 2005a] again use sparse 
polynomials, and have not yet been broken. 

From the theoretical point of view, one critical question that needs 
to be addressed carefully is that of whether or not the use of specific 
sparse polynomials has any substantial impact on the security of the 
given cryptosystem. We believe this is a very interesting and challeng­
ing question. The answer to this problem will help us to establish the 
principles for how we should choose sparse polynomials that do not af­
fect the security of the given cryptosystem. At this moment we still do 
not know what these principles should exactly be. An unexpected con­
sequence of answering this problem is that it might also shed some light 
on the problem mentioned above about reducing the size of the public 
key. 

From a very general mathematical point view, a very interesting and 
important question is the classification problem. One critical construc­
tion used for the cipher of a MPKC is based on the formula 

F = Li o F o 1/2, 

where Li, L2 are invertible affine maps and F is a quadratic map. This 
means that given a specific F , we can build a large family of MPKCs by 
choosing difiierent Li and ^2- We can then define an equivalence relation 
among all such maps by defining each equivalence class as the set of all 
quadratic maps that are derived from the same F . The classification 
problem is to classify all the equivalence classes. Once we can find all 
these classes we can then ask, among all such classes, which are the 
good ones we can use for the constructions of the quadratic maps for the 
MPKCs. 

This problem is actually closely related to the IP problem, and in 
[Faugere and Perret, 2006] a good mathematical frame work is already 
proposed using the language of group actions. This classification prob­
lem can be viewed as the mathematical problem of finding the orbit 
space of the action of the direct product of two affine groups, one from 
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Li and one for L2, on the space of quadratic maps, where the first one, 
I/i, acts linearly, and the other one, L2, acts nonlinearly. This is actually 
a very hard mathematical problem, which as far as we know does not 
yet have any good answers even for small n and q. 

8.2 Attack on M P K C s and Provable Security 
Several major methods have been developed to attack the MPKCs. 

They can be roughly grouped into the following two categories. 

• Structure-based - These attacks rely solely on the specific struc­
tures of the corresponding MPKC. Here we may use several methods, 
for example, the rank attack, the invariant subspace attack, the dif­
ferential attack, the extension field structure attack, the low degree 
inverse, and others. 

• General Attack - This attack uses the general method of solving 
a set of multivariate polynomial equations, for example using the 
Grobner basis method, including the Buchberger algorithm, its im­
provements (such as F4 and F5), the XL algorithm, and the new 
Zhuang-Zi algorithm. 

Of course, we may also combine both methods to attack a specific 
MPKC. 

It is clear that for a given multivariate cryptosystem, we should first 
try the general attack. If this does not work, then we may then look for 
methods that use the weaknesses of the underlying structure. 

Though a lot of work has been done in analyzing the efficiency of 
different attacks, we still do not fully understand the full potential or 
the limitations of some of the attack algorithms, such as the MinRank 
algorithm, Grobner basis algorithms, the XL algorithm, and the new 
Zhuang-Zi algorithm. For example, we still know very little about how 
these general attacks will work on the internal perturbation type systems 
such as PMI-I- [Ding et al., 2005; Ding and Gower, 2006], though we do 
have some experimental data to give us some ideas about how things 
work. Another interesting question is to find out exactly why and how 
the improved Grobner basis algorithms like F4 and F5 work on HFE 
and its simple variants with low parameter D . The question is why the 
hidden structure of HFE can be discovered by these algorithms. 

Much work is still needed to understand both the theory and practice 
of how efficiently general attack algorithms work and how to implement 
them efficiently. From the theoretical point of view, to answer these 
problems, the foundation again lies in modern algebraic geometry as in 
[Diem, 2004]. One critical step would be to prove the maximum rank 
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conjecture pointed in [Diem, 2004], which is currently the theoretical 
basis used to estimate the complexity of the XL algorithm and the F4 and 
F5 algorithms for example. Another interesting problem is a conjecture 
on a semi-regular system of polynomial equations presented in [Bardet 
et al., 2005]. 

One more important problem we would like to emphasize is the ef­
ficient implementation of general algorithms. Even for the same algo­
rithm, the efficiency of various implementations can be substantially 
different. For example, one critical problem in implementing F4 or F5, 
or the XL type algorithms, is that the programs tend to use a large 
amount of memory for any nontrivial problem. Often the computation 
fails not because of time constraints but because the program runs out of 
memory. Therefore, efficient implementations of these algorithms with 
good memory management should be studied and tested carefully. 

Recently, Chen, Yang, and Chen [Chen et al., 2006] developed a new 
XL implementation with a Wiedemann solver that is as close to opti­
mal as might be possible. They showed that in a few cases the simple 
FXL algorithm can even outperform the more sophisticated F4 and F5 
algorithms. In general, any new idea or technique in implementing these 
algorithms efficiently could have very serious practical implications. 

In order to convince industry to actually use MPKCs in practical 
applications, the first and the most important problem is the concern of 
security. Industry must be convinced that MPKCs are indeed secure. A 
good answer to this problem is to prove that a given MPKC is indeed 
secure with some reasonable theoretical assumptions; that is, we need 
to solve the problem of provable security of MPKCs. From this point of 
view, the different approaches taken in attacking MPKCs present a very 
serious problem in terms of provable security. Many people have spent 
a considerable amount of time thinking about this problem, but there 
are still no substantial results in this area. However, recently there have 
been some works related to this topic [Dubois et al., 2006; Faugere and 
Perret, 2006]. One possible approach should be from the point view of 
algebraic geometry; that is, we need to study further all the different 
attacks and somehow put them into one theoretical framework using 
some (maybe new) abstract notion. This would allow us to formulate 
some reasonable theoretical assumptions, which is the foundation of any 
type of provable security. This is likely a very hard problem. 

Currently algebraic attacks are a very popular research topic in cryp­
tography, and in particular in attacking symmetric block ciphers like 
AES [Courtois and Pieprzyk, 2002] and stream ciphers [Armknecht and 
Krause, 2003]. We would like to point out that the origin of such an 
idea is actually from MPKCs, and in particular Patarin's linearization 
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equation attack method. From recent developments we see that there is 
a trend that the research of MPKCs will interact very closely with that 
of symmetric ciphers and stream ciphers. We believe some of the new 
ideas we have seen in MPKCs will have much more broad applications 
in the area of algebraic attacks. 

One more critical question that should be brought up concerns the 
fundamental idea behind all constructions: that of factorization of com­
positions of maps. We have seen that essentially all the constructions of 
public keys are made in the following form: 

F = Li o F o L2, 

where the key construction is the map F which is easy to "invert" for 
anyone, and the two (sometimes only one) linear maps are used to "hide" 
the map F to make the system secure. If we can decompose the map 
F as above, then we can defeat the system completely. Therefore, we 
see linear maps being used to protect nonlinear maps (not the other way 
around). We should ask how much security is provided to a cryptosystem 
by this hiding via linear maps. 

There are certain related discussions in the work of [Faugere and Fer­
ret, 2006] to appear in Eurocrypt 2006 where this problem is viewed 
from the point of view of representations of groups. Specifically, they 
view Li and L2 as elements of two separate groups which act indepen­
dently on the map. For now we know very little about this question 
mainly because we know very little about decomposition of maps. One 
big problem is the Jacobian conjecture. We also know very little about 
finding the orbit space as was mentioned above. The real problem be­
hind all of this is that we do not know which maps are invertible. This 
is closely related to the Jacobian conjecture and it would decide the 
equivalence classes of the maps. 

8.3 Practical Applications 
Currently, a very popular notion in the computing world is the phrase 

"ubiquitous computing." This phrase describes a world where comput­
ing in some form is virtually everywhere, usually in the form of some 
small computing device such as RFID, wireless sensors, PDA, and oth­
ers. Some of these devices often have very limited computing power, 
batteries, memory capacity, and communication capacity. Still, because 
of its ever growing importance in our daily lives, the security of such a 
system will become an increasingly important concern. It is clear that 
public key cryptosystems like RSA cannot be used in these settings due 
to the complexity of the computations. 
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In some way MPKCs may provide an alternative in this area. In par­
ticular, there are many alternative multivariate signature schemes such 
as Sflash, Rainbow, TTS and TRMC. Recently in [Yang et a l , 2006], 
it is shown that systems like TTS have great potential for application 
in small computing devices, where it can work on chips with only one 
tenth of the gates necessary for RSA. Due to its high efficiency, a very 
important direction in application of MPKCs is to seek new apphcations 
where the classical public key cryptosystems like RSA cannot work sat­
isfactorily. This will also likely be the area where MPKCs will find a 
real impact in practical applications. Nevertheless, it still requires a 
substantial amount of work to efficiently implement these schemes on 
small chips. 

8.4 Underlying Mathematics 
Though the main motivation of MPKCs is its potential in practical 

applications, from the theoretical point view the study actually is noth­
ing but a study of functions over a vector space of a finite field. Such 
functions can be presented as multivariate polynomials, which means 
that in some sense we are just studying algebraic geometry over a finite 
field. However, the subtle point here is that we are not actually studying 
the polynomial ring k[xi,..., Xn] over a finite field fc, but rather we are 
studying the function ring 

fC[Xi, . . . , Xn\/ [^Xj Xi, • . . , X^ — Xjiji 

where the highest degree of each variable can only be q — 1, and the 
highest total degree can only be n{q — 1). 

For any set S in the space /c", let I{S) be the ideal of functions in 
/c[Xi, . . . , X „ J / ( X j — Xi, . . ., Xn — Xn ) that vanish on S. For any ideal R 
in k[xi,..., Xn]/ixl — xi,.. .,Xn ~ Xn), let V{R) be the set of points in 
A;" on which all functions in R vanish. Then we have 

V{I{S)) = S. 

From the point of view of the function ring (as opposed to the polynomial 
ring), this means that the corresponding algebraic geometry is actually 
totally trivial in the sense that any set is an algebraic variety. At first 
glance this statement seems to imply that there is not much we can do 
here. 

However, the truth is quite to the contrary, as the subtlety of the re­
search in this area comes exactly from the fact that we are dealing with 
functions, not formal polynomials. One example is the concept of de­
gree. In the case of polynomial ring, the order and the properties derived 
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from the degree of polynomials form very powerful mathematical tools 
to solve problems. However, in the case of the function ring, the de­
gree becomes something much more subtle because we do not have the 
additive property of degree in polynomial multiplication. This is also 
exactly the reason why building a degree two MPKC is a very delicate 
problem, and also why it is possible to build "truly" quadratic invertible 
multivariate maps. What we deal with here is actually the computa­
tional and combinatorial structure of these polynomial functions, which 
are highly nontrivial. The most powerful tools here are often still ab­
stract mathematical tools, old and new. This is certainly an area where 
we do not yet have very many well developed mathematical tools and 
ideas. What is happening now is that researchers are trying to adapt 
tools used to work in polynomial rings for use in working with function 
rings. Though these are certainly good tools, completely new ideas and 
methods are certainly needed. 

From what we have seen, it is evident that the research in MPKCs has 
already presented new mathematical challenges that demand new math­
ematical tools and ideas. In the future, we expect to see a mutually 
beneficial interaction between MPKCs and algebraic geometry to grow 
rapidly. We further believe that MPKCs will provide excellent motiva­
tion and critical problems in the development of the theory of functions 
over finite fields. There is no doubt that the area of MPKC will wel­
come the new mathematical tools and insights that will be critical for 
its future development. 

The area of functions over finite fields is certainly also a central topic 
in coding theory. However, it seems that in coding theory the main con­
cerns concentrate on the related combinatorial structures, and not on 
the algebraic structure from the point of view of polynomials and their 
structure. As we pointed out above, the underlying structures behind 
certain stream ciphers and symmetric block ciphers, such as AES and 
others, are certainly also structures of the functions on the space of a 
finite field. Though the main concerns used to be linear and differen­
tial related attacks, currently algebraic attacks that use the polynomial 
structure of the ciphers are a central topic in cryptanalysis. We foresee 
that the theory of functions on a space over a finite field will play an 
increasingly important role in the unification of the research in all these 
related areas. 



Appendix A 
Basic Finite Field Theory 

Wc summarize here the basic results from finite field theory that arc used through­
out this boolc. A more detailed discussion, including proofs, can be found in any 
s tandard textbook about finite fields, such as [Lidl and Niederreiter, 1997]. 

Def in i t ion A . 0 . 1 . A non-empty set k with two operations plus + and multiplication 
* is called a field if the following conditions are satisfied. 

1.) Commutativity: For all ai,a2 € k 

ai + 012 = a2 + a i , 

a\ * 02 =^ ct2 * cti. 

2.) Associativity: For all ai,a2,oi3 & k 

OL\ + (02 + a s ) = ( a i + 0.2) + a s , 

OLX * (Q!2 * CKs) = ( a i * 0:2) * Oti, 

3.) Distributive Property: For all ai, 02,03 € k 

o-i * («2 + 0:3) = (« i * 0:2) + [QI * eta)-

4.) Additive & Multiplicative Identities: There exists an additive identity 0 € k 
and a multiplicative identity 1 € fc such that for all a E k 

0 + a = tt, 

1 * a = a. 

5.) Additive & Multiplicative Inverses: For each a e fc there exists an element 
in k, denoted by —a, such that 

a + ( - a ) = 0. 

For each a & k ~ {0} there exists an element in k ~ {0}, denoted by a~^ or 1/a, 
such that 

a * a " = 1. 
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Def in i t ion A . 0 . 2 . Let k be a field of cardinality q. If q < oo then we say that k is 
a finite field. 

T h e o r e m A . 0 . 1 . Let k be a finite field of cardinality q. The nonzero elements of k 

form a multiplicative cyclic group of order g — 1 • 

Let p be a prime number and define fc = {0 ,1 , 2 , . . . ,p — 1}. Define + and * on 
k with the usual definition of addition and multiplication modulo p. This finite field 
is most often denoted by GF{p), Z/pZ, or Fp. If p is not a prime then this k is not 
a finite field. This can be seen easily since ii p = ab with a,b > 1, then neither a 
nor h have multiplicaldve inverses. There are finite fields with non-prime number of 
elements, but their cardinality must be a prime power. 

T h e o r e m A.0 .2 . Let k be a finite field with q elements. Then q = p™ for some 
prime p and positive integer m. 

Let A; be a finite field with q = p™ elements. Then p is called the characteristic 
of k. The characteristic of a finite field k can be also be defined as the least positive 
integer n such tha t X^"_i 1 = 0 . Wi th this definition it is not difficult to prove that 
the characteristic of a finite field must be prime. 

Def in i t ion A . 0 . 3 . Let k and k' be fields and let i : k —> k' be a bijective map such 
that for all a.\,a.i & k 

i{ai + 02) = i ( a i ) + '.(«2), 

t{ai * 0:2) = t ( a i ) * 1(0:2). 

The map t is called a field isomorphism between k and k'. We say that k and k' are 
isomorphic fields and we write k = k'. If k = k', then i is called afield automorphism. 

Two isomorphic fields are t reated as essentially the same field, since they share 
common additive and multiplicative structures. 

T h e o r e m A . 0 . 3 . Let k and k' be finite fields with \k\ = q and \k'\ = </'. If q = q', 
then k'Si k'. 

We shall now discuss how to construct extension fields from a given finite field k. 
The ring of polynomials in the variable x with coefficients in k is denoted by k[x]. 

Def in i t ion A . 0 . 4 . A non-constant polynomial f{x) € k[x] is irreducible if f{x) = 
g{x)h(x) implies either g{x) or h{x) is constant. 

T h e o r e m A.0 .4 . Let k be an finite field. There exists irreducible polynomials of 
degree n in k[x] for every positive integer n. 

For any irreducible polynomial g{x) e k[x], we can construct the quotient ring 
k[x]/g{x) as the set of equivalence classes in k[x] modulo the ideal {g{x)). The additive 
and multiplicative structure of this ring is inherited from k[x]. 

T h e o r e m A.0 .5 . Let k be a finite field with cardinality q, and let g{x) be an irre­
ducible polynomial in k[x] of degree n. The ring k[x]/g{x) is a finite field with q"' 
elements. 

The field k[x]/g(x) is called a degree n finite extension of k. This result combined 
with Theorems A.0.2 and A.0.3 implies tha t any finite field can be seen as a finite 
extension of GF{p), where p is a prime number. 
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Let fc be a finite field with q elements and let K = k[x]/g(x) be a degree n extension 
of k, where g{x) £ k[x] is irreducible of degree n. We say that fe is a subfield of A", and 
k can be identified with the image of the constant polynomials of k[x] in k[x]/g{x). 

Each element in the set of equivalence classes in the field k[x]/g(x), namely the 
extension field K, can be uniquely represented by a polynomial a{x) of degree less 
than the degree of g(x). When the degree of g{x) is n, 

a{x) = ao + a i x + a2X + • • • + Un-ix"'^ . 

In this case, the addition of any such two elements in the extension field is just the 
usual addition of two polynomials. The multiplication of two such elements a{x) and 
b{x) in the extension field in given as: 

a{x) * b{x) = a{x)b(x) mod g{x); 

or if 
a{x)b{x) =p(x)g(x) +r{x), 

where the degree of r (x) is less than n, then 

a{x) * b(x) = r(x). 

T h e o r e m A.0 .6 . Let k be a finite field of cardinality q and let f : k —* k be any 
function from k to k. There exists a unique polynomial f{x) € k[x] of degree m < q 
such that f{a) = / ( a ) for all a E k. 

Theorem A.0.6 can be proved directly with the Lagrange interpolation polynomial. 

T h e o r e m A.0 .7 . Let k be a finite field of cardinality g, and let K be a finite extension 
of k of degree n. 

1.) For any a € fc 
q 

a = a. 

For any a (zk — {0} 
q - l 1 

n = 1. 
2.) For any X,Y e K 

(X + Yy = X'' + ¥". 

3.) Let I, be an automorphism of K such that t ( a ) = a for all n € k. Then 

i{X) = X''\ 

for some 0 < i < n. 

Def in i t ion A .0 .5 . Let K be a degree n extension of fc. Let Gal{K/k) be the set of 
all field automorphism of K such that they keep k invariant. This set forms a group 
with the multiplication defined as the composition of m,aps. 

This group is called the Galois group of K over fc. The maps ai(X) = X"^ for 
i = 0,1,..., n—1 mentioned in Theorem A.0.7 are called the Frobenius automorphisms 
of K. The following is a well known theorem in mathematics. 

T h e o r e n a A . 0 . 8 . The set {txi | i = 0, l , . . . , r! .— 1} forms a group under function 
composition and it is exactly the Galois group of K over k, Gal{K/k). 
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Let g{x) G k[x] be irreducible of degree n and let K = k[x]/g{x) be the corre­
sponding degree n extension of k. Let 4> '• K —> fc" be the map defined by 

4>{ao+ aix + • • • + a „ _ i x " ^ ) = (ao, a i , . . • , a n - i ) -

It is easy to check tha t 4> is a, /c-vector space isomorphism between K and A;". 

L e m m a A . 0 . 1 . [Lidl and Niederreiter, 1997] Let L : k"" —> fc" be a polynomial map 

L{xi,... ,.T„) = ( L i , . . .,L„), 

where each Li = Li{xi,... ,a;„) is a polynomial in k[xi,.. ., x„] of total degree at most 
one. Then the map L : K * K defined by 

L = (f)^ O L O (f> 

is of the form 

1=0 

for some ai & K. Furthermore, the map L —> L is a bijection. 

Let r < n and define the projection map n : k" > k'' by 

7r(ai , . . . , a „ ) = ( a i , . . ., a,-). 

Corol lary A . 0 . 1 . Let r < n and let L : /c"" —> k" be a polynomial map 

L{xi,... ,-Xr) = ( L i , . ••,L„), 

where each Li = Li{xi,..., Xr) is a polynomial in k[xi,..., Xr] of total degree at most 
one. Then the map L : K —> K defined by 

is of the form 

n~l 

i=0 

for some ai € K. 

L e m m a A . 0 . 2 . [Kipnis and Shamir, 1999] Let Q : k" —> k" be a polynomial map 

Q{xi,... ,.T„) = {Qi,... ,Qn), 

where each Qi = Qi{xi,... ,x„) is a polynomial in k[xi,..., Xn] of total degree at 
most two. Then the map Q : K —> K defined by 

Q = <t>~'^ o Q o (j, 

is of the form 
Ti—1 i n— 1 

j = 0 3 = 0 2=0 
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for some aij,pi,d eK,ifq> 2; 

n~l i - 1 n - 1 

Q{x)=x; E "ii^"'^"'+E f^'^^"'+^^ 

for some aij,l3i,S €i K, if q = 2. Furthermore, the map Q —> Q is a bijection. 

Lemma A.0.3. [Ding and Schmidt, 2005a] Let R : A;" x fc" —> k" be a polynomial 
map 

R{xi,...,x„,yi,...,yn) = {Ri,...,Rn), 

where each Ri = Ri{xi,... ,x„,yi,... ,yn) is a polynomial in k[xi,... ,x„,,yi,..., j/„] 
of total degree at most two. Then the map R : K x K —> K defined by 

R=(j>~^ oRo{4>X(l>) 

is of the form: 

n—1 i n ~ l n ~ l n—1 i 

R{x, y) = E E "^i^"'^'' + E E (^i^x'^Y'' + E E ̂ ^i^"''"'' 
i=0 j=0 i=0 i=0 i=0 3=0 

n - 1 n ~ l 

+ ^ -jiX"' + J2 ^-y' + ̂ . 

for some mj, Pij,Sij,'yi,ei,i/ e K if q > 2; 

n—li—1 n—In—1 n —li —1 

/i(x, y) = E E « .̂- '̂'"''' + E E f^^j^'^y' + E E 5̂ .>"''+'' 
i-O j=0 i-0 j-0 i=20 j-0 

n —1 n—1 

i=0 1=0 

/or some aij,/3ij,5ij,ji,ei,v € K if q = 2. Furthermore, the map R —> R is a 
bijection. 
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